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The History of Science has suffered greatly from the use by teach-

ers of second-hand material, and the consequent obliteration of the

circumstances and the intellectual atmosphere in which the great

discoveries of the past were made. A first-hand study is always

 instructive, and often . . . full of surprises.

Ronald A. Fisher, 1955



In 1908 “Student,” William Sealy Gosset (1876–1937), invented a statisti-
cal instrument that would change the life and social sciences. Now those
sciences are being ruined by it in a way that Student himself always warned
it could. (Photo courtesy of the Galton Laboratory, University College Lon-
don, and Annals of Human Genetics.)
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A Significant Problem 

In many of the life and human sciences the existence/whether question of the philosophical
disciplines has substituted for the size-matters/how-much question of the scientific disci-
plines. The substitution is causing a loss of jobs, justice, profits, environmental quality, and
even life. The substitution we are worrying about here is called “statistical significance”—
a qualitative, philosophical rule that has substituted for a quantitative, scientific magnitude
and judgment.

. Dieting “Significance” and the Case of Vioxx 

Since R. A. Fisher (1890–1962) the sciences that have put statistical significance at their cen-
ters have misused it. They have lost interest in estimating and testing for the actual effects
of drugs or fertilizers or economic policies. The big problem began when Fisher ignored the
size-matters/how-much question central to a statistical test invented by William Sealy Gos-
set (1876–1937), so-called Student’s t. Fisher substituted for it a qualitative question con-
cerning the “existence” of an effect, by which he meant “low sampling error by an arbi-
trary standard of variance.” Forgetting after Fisher what is known in statistics as a “minimax
strategy,” or other “loss function,” many sciences have fallen into a sizeless stare. They seek
sampling precision only. And they end by asserting that sampling precision just is oomph,
magnitude, practical significance. The minke and sperm whales of Antarctica and the users
and makers of Vioxx are some of the recent victims of this bizarre ritual.

. The Sizeless Stare of Statistical Significance 

Crossing frantically a busy street to save your child from certain death is a good gamble.
Crossing frantically to get another mustard packet for your hot dog is not. The size of the
potential loss if you don’t hurry to save your child is larger, most will agree, than the po-
tential loss if you don’t get the mustard. But a majority of scientists in economics, medicine,
and other statistical fields appear not to grasp the difference. If they have been trained in ex-
clusively Fisherian methods (and nearly all of them have) they look only for a probability
of success in the crossing—the existence of a probability of success better than .99 or .95 or
.90, and this within the restricted frame of sampling—ignoring in any spiritual or financial
currency the value of the prize and the expected cost of pursuing it. In the life and human
sciences a majority of scientists look at the world with what we have dubbed “the sizeless
stare of statistical significance.”



. What the Sizeless Scientists Say in Defense 

The sizeless scientists act as if they believe the size of an effect does not matter. In their hearts
they do care about size, magnitude, oomph. But strangely they don’t measure it. They sub-
stitute “significance” measured in Fisher’s way. Then they take the substitution a step further
by limiting their concern for error to errors in sampling only. And then they take it a step fur-
ther still, reducing all errors in sampling to one kind of error—that of excessive skepticism,
“Type I error.” Their main line of defense for this surprising and unscientific procedure is
that, after all, “statistical significance,” which they have calculated, is “objective.” But so too
are the digits in the New York City telephone directory, objective, and the spins of a roulette
wheel. These are no more relevant to the task of finding out the sizes and properties of viruses
or star clusters or investment rates of return than is statistical significance. In short, statisti-
cal scientists after Fisher neither test nor estimate, really, truly. They “testimate.”

. Better Practice: �-Importance vs. �-“Significance” 

The most popular test was invented, we’ve noted, by Gosset, better known by his pen name
“Student,” a chemist and brewer at Guinness in Dublin. Gosset didn’t think his test was
very important to his main goal, which was of course brewing a good beer at a good price.
The test, Gosset warned right from the beginning, does not deal with substantive impor-
tance. It does not begin to measure what Gosset called “real error” and “pecuniary advan-
tage,” two terms worth reviving in current statistical practice. But Karl Pearson and espe-
cially the amazing Ronald Fisher didn’t listen. In two great books written and revised during
the 1920s and 1930s, Fisher imposed a Rule of Two: if a result departs from an assumed hy-
pothesis by two or more standard deviations of its own sampling variation, regardless of the
size of the prize and the expected cost of going for it, then it is to be called a “significant”
scientific finding. If not, not. Fisher told the subjectivity-phobic scientists that if they wanted
to raise their studies “to the rank of sciences” they must employ his rule. He later urged
them to ignore the size-matters/how-much approaches of Gosset, Neyman, Egon Pearson,
Wald, Jeffreys, Deming, Shewhart, and Savage. Most statistical scientists listened to Fisher.

. A Lot Can Go Wrong in the Use of Significance Tests 
in Economics 

We ourselves in our home field of economics were long enchanted by Fisherian significance
and the Rule of Two. But at length we came to wonder why the correlation of prices at
home with prices abroad must be “within two standard deviations of 1.0 in the sample” be-
fore one could speak about the integration of world markets. And we came to think it
strange that the U.S. Department of Labor refused to discuss black teenage unemployment
rates of 30 or 40 percent because they were, by Fisher’s circumscribed definition, “insignifi-
cant.” After being told repeatedly, if implausibly, that such mistakes in the use of Gosset’s
test were not common in economics, we developed in the 1990s a questionnaire to test in
economics articles for economic as against statistical significance. We applied it to the be-
havior of our tribe during the 1980s.

. A Lot Did Go Wrong in the American Economic Review
during the s 

We did not study the scientific writings of amateurs. On the contrary, we studied the Amer-
ican Economic Review (known to its friends as the AER), a leading journal of economics.
With questionnaire in hand we read every full-length article it published that used a test of
statistical significance from January 1980 to December 1989. As we expected, in the 1980s
more than 70 percent of the articles made the significant mistake of R. A. Fisher.
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. Is Economic Practice Improving? 

We published our article in 1996. Some of our colleagues replied, “In the old days [of the
1980s] people made that mistake, but [in the 1990s] we modern sophisticates do not.” So
in 2004 we published a follow-up study, reading all the articles published in the AER in the
next decade, the 1990s. Sadly, our colleagues were again mistaken. Since the 1980s the prac-
tice in important respects got worse, not better. About 80 percent of the articles made the
mistaken Fisherian substitution, failing to examine the magnitudes of their results. And less
than 10 percent showed full concern for oomph. In a leading journal of economics, in other
words, nine out of ten articles in the 1990s acted as if size doesn’t matter for deciding
whether a number is big or small, whether an effect is big or small enough to matter. The
significance asterisk, the flickering star of *, has become a totem of economic belief.

. How Big Is Big in Economics? 

Does globalization hurt the poor, does the minimum wage increase unemployment, does
world money cause inflation, does public welfare undermine self-reliance? Such scientific
questions are always matters of economic significance. How much hurt, increase, cause, un-
dermining? Size matters. Oomph is what we seek. But that is not what is found by the sta-
tistical methods of modern economics.

. What the Sizeless Stare Costs, Economically Speaking 

Sizeless economic research has produced mistaken findings about purchasing power parity,
unemployment programs, monetary policy, rational addiction, and the minimum wage. In
truth, it has vitiated most econometric findings since the 1920s and virtually all of them
since the significance error was institutionalized in the 1940s. The conclusions of Fisherian
studies might occasionally be correct. But only by accident.

. How Economics Stays That Way: The Textbooks 
and the Referees 

New assistant professors are not to blame. Look rather at the report card of their teachers
and editors and referees—notwithstanding cries of anguish from the wise Savages, Zellners,
Grangers, and Leamers of the economics profession. Economists received a quiet warning
by F. Y. Edgeworth in 1885—too quiet, it seems—that sampling precision is not the same as
oomph. They ignored it and have ignored other warnings, too.

. The Not-Boring Rise of Significance in Psychology 

Did other fields, such as psychology, do the same? Yes. In 1919 Edwin Boring warned his
fellow psychologists about confusing so-called statistical with actual significance. Boring
was a famous experimentalist at Harvard. But during his lectures on scientific inference his
colleagues appear to have dozed off. Fisher’s 5 percent philosophy was eventually codified
by the Publication Manual of the American Psychological Association, which dictated the
erroneous method worldwide to thousands of academic journals in psychology, education,
and related sciences, including forensics.

. Psychometrics Lacks Power 

“Power” is a neglected statistical offset to the “first kind of error” of null-hypothesis signifi-
cance testing. Power assigns a likelihood to the “second kind of error,” that of undue gulli-
bility. The leading journals of psychometrics have had their power examined by insiders to
the field. The power of most psychological science in the age of Fisher turns out to have been
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embarrassingly low or, in more than a few cases, spuriously “high”—as was found in a sev-
enty-thousand-observation examination of the matter. Like economists the psychologists de-
veloped a fetish for testimation and wandered away from powerful measures of oomph.

. The Psychology of Psychological Significance Testing 

Psychologists and economists have said for decades that people are “Bayesian learners” or
“Neyman-Pearson signal detectors.” We learn by doing and staying alert to the signals. But
when psychologists and others propose to test those very hypotheses they use Fisher’s Rule
of Two. That is, they erase their own learning and power to detect the signal. They seek a
foundation in a Popperian falsificationism long known to be philosophically dubious. What
in logic is called the “fallacy of the transposed conditional” has grossly misled psychology
and other sizeless sciences. An example is the overdiagnosis of schizophrenia.

. Medicine Seeks a Magic Pill 

We found that medicine and epidemiology, too, are doing damage with Student’s t—more
in human terms perhaps than are economics and psychology. The scale along which one
would measure oomph is very clear in medicine: life or death. Cardiovascular epidemiology,
to take one example, combines with gusto the fallacy of the transposed conditional and the
sizeless stare of statistical significance. Your mother, with her weak heart, needs to know the
oomph of a treatment. Medical testimators aren’t saying.

. Rothman’s Revolt 

Some medical editors have battled against the 5 percent philosophy. But even the New En-
gland Journal of Medicine could not lead medical research back to William Sealy Gosset
and the promised land of real science. Neither could the International Committee of Med-
ical Journal Editors, though covering worldwide hundreds of journals. Kenneth Rothman,
the founder of Epidemiology, forced change in his journal. But only his journal. Decades ago
a sensible few in education, ecology, and sociology initiated a “significance test controversy.”
But grantors, journal referees, and tenure committees in the statistical sciences had faith that
probability spaces can judge—the “judgment” merely that p � .05 is “better” for variable
X than p � .11 for variable Y. It’s not. It depends on the oomph of X and Y.

. On Drugs, Disability, and Death 

The upshot is that because of Fisher’s standard error you are being given dangerous medi-
cines, and are being denied the best medicines. The Centers for Disease Control is infected
with p-values in a grant, for example, to study drug use in Atlanta. Public health has been
infected, too. An outbreak of salmonella in South Carolina was studied using significance
tests. In consequence a good deal of the outbreak was ignored. In 1995 a Cancer Trialists’
Collaborative Group came to a rare consensus on effect size: ten different studies agreed
that a certain drug for treating prostate cancer can increase patient survival by 12 percent.
An eleventh study published in the New England Journal of Medicine dismissed the drug.
The dismissal was based not on effect size bounded by confidence intervals based on what
Gosset called “real” error but on a single p-value only, indicating, the Fisherian authors be-
lieved, “no clinically meaningful improvement” in survival.

. Edgeworth’s Significance 

The history of this persistent but mistaken practice is a social study of science. In 1885 an
eccentric and brilliant Oxford don, Francis Ysidro Edgeworth, coined the very term signifi-
cance. Edgeworth was prolific in science and philosophy, but was especially interested in
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watching bees and wasps. In measuring their behavioral differences, though, he focused on
the sizes and meanings of the differences. He never depended on statistical significance.

. “Take 3� as Definitely Significant”: Pearson’s Rule 

By contrast, Edgeworth’s younger colleague in London, the great and powerful Karl Pear-
son, used “significance” very heavily indeed. As such things were defined in 1900 Pearson
was an advanced thinker—for example, he was an imperialist and a racist and one of the
founding fathers of neopositivism and eugenics. Seeking to resolve a tension between pas-
sion and science, ethics and rationality, Pearson mistook significance for “revelations about
the objective world.” In 1901 he believed 1.5 to 3 standard deviations were “definitely sig-
nificant.” By 1906, he tried to codify the sizeless stare with a Rule of Three and tried to
teach it to Gosset.

. Who Sits on the Egg of Cuculus Canorus?
Not Karl Pearson 

Pearson’s journal, Biometrika (1901– ), was for decades a major nest for the significance mis-
take. An article on the brooding habits of the cuckoo bird, published in the inaugural vol-
ume, shows the sizeless stare at its beginnings.

. Gosset: The Fable of the Bee 

Gosset revolutionized statistics in 1908 with two articles published in this same Pearson’s
journal, “The Probable Error of a Mean” and “The Probable Error of a Correlation Co-
efficient.” Gosset also independently invented Monte Carlo analysis and the economic de-
sign of experiments. He conceived in 1926 the ideas if not the words of “power” and “loss,”
which he gave to Egon Pearson and Jerzy Neyman to complete. Yet most statistical work-
ers know nothing about Gosset. He was exceptionally humble, kindly to other scientists, a
good father and husband, altogether a paragon. As suits an amiable worker bee, he planted
edible berries, blew a pennywhistle, repaired entire, functioning fishing boats with a
penknife, and—though a great scientist—was for thirty-eight years a businessman brewing
Guinness. Gosset always wanted to answer the how-much question. Guinness needed to
know. Karl Pearson couldn’t understand.

. Fisher: The Fable of the Wasp 

The tragedy in the fable arose from Gosset the bee losing out to R. A. Fisher the wasp. All
agree that Fisher was a genius. Richard Dawkins calls him “the greatest of Darwin’s succes-
sors.” But Fisher was a genius at a certain kind of academic rhetoric and politics as much as
at mathematical statistics and genetics. His ascent came at a cost to science—and to Gosset.

. How the Wasp Stung the Bee and Took 
over Some Sciences 

Fisher asked Gosset to calculate Gosset’s tables of t for him, gratis. He then took Gosset’s
tables, copyrighted them for himself, and in the journal Metron and in his Statistical Meth-
ods for Research Workers, later to be published in thirteen editions and many languages, he
promoted his own circumscribed version of Gosset’s test. The new assignment of authorship
and the faux machinery for science were spread by disciples and by Fisher himself to Amer-
ica and beyond. For decades Harold Hotelling, an important statistician and economist, en-
thusiastically carried the Fisherian flag. P. C. Mahalanobis, the great Indian scientist, was
spellbound.
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. Eighty Years of Trained Incapacity: How Such a Thing
Could Happen 

R. A. Fisher was a necessary condition for the standard error of regressions. No Fisher, no
lasting error. But for null-hypothesis significance testing to persist in the face of its logical
and practical difficulties, something else must be operating. Perhaps it is what Thorstein
 Veblen called “trained incapacity,” to which might be added what Robert Merton called
the “bureaucratization of knowledge” and what Friedrich Hayek called the “scientistic prej-
udice.” We suggest that the sizeless sciences need to reform their scientistic bureaucracies.

.What to Do 

What, then? Get back to size in science, and to “real error” seriously considered. It is more
difficult than Fisherian procedures, and cannot be reduced to mechanical procedures. How
big is big is a necessary question in any science and has no answer independent of the con-
versation of scientists. But it has the merit at least of being relevant to science, business, and
life. The Fisherian procedures are not.

A Reader’s Guide 

Notes 

Works Cited 

Index 
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Preface

The implied reader of our book is a significance tester, the keeper of nu-
merical things. We want to persuade you of one claim: that William Sealy
Gosset (1876–1937)—aka “Student” of Student’s t-test—was right and
that his difficult friend, Ronald A. Fisher, though a genius, was wrong.
Fit is not the same thing as importance. Statistical significance is not the
same thing as scientific finding. R2, t-statistic, p-value, F-test, and all the
more sophisticated versions of them in time series and the most advanced
statistics are misleading at best.

No working scientist today knows much about Gosset, a brewer of
Guinness stout and the inventor of a good deal of modern statistics. The
scruffy little Gosset, with his tall leather boots and a rucksack on his back,
is the heroic underdog in our story. Gosset, we claim, was a great scien-
tist. He took an economic approach to the logic of uncertainty. For over
two decades he quietly tried to educate Fisher. But Fisher, our flawed vil-
lain, erased from Gosset’s inventions the consciously economic element.
We want to bring it back.

We lament what could have been in the statistical sciences if only
Fisher had cared to understand the full import of Gosset’s insights. Or if
only Egon Pearson had had the forceful personality of his father, Karl. Or
if only Gosset had been a professor and not a businessman and had been
positioned therefore to offset the intellectual capital of Fisher.

But we don’t consider the great if mistaken Fisher and his intellectual
descendants our enemies. We have learned a great deal from Fisher and his
followers, and still do, as many have. We hope you, oh significance tester,
will read the book optimistically—with a sense of how “real” significance
can transform your science. Biometricians who study AIDS and econo-
mists who study growth policy in poor countries are causing damage with



a broken statistical instrument. But wait: consider the progress we can
make if we fix the instrument.

Can so many scientists have been wrong over the eighty years since
1925? Unhappily, yes. The mainstream in science, as any scientist will tell
you, is often wrong. Otherwise, come to think of it, science would be com-
plete. Few scientists would make that claim, or would want to. Statistical
significance is surely not the only error in modern science, although it has
been, as we will show, an exceptionally damaging one. Scientists are often
tardy in fixing basic flaws in their sciences despite the presence of better
alternatives. Think of the half century it took American geologists to rec-
ognize the truth of drifting continents, a theory proposed in 1915 by—of
all eminently ignorable people—a German meteorologist. Scientists, after
all, are human. What Nietzsche called the “twilight of the idols,” the fear
of losing a powerful symbol or god or technology, haunts us all.

In statistical fields such as economics, psychology, sociology, and med-
icine the idol is the test of significance. The alternative, Gossetian way is
a uniformly more powerful test, but it has been largely ignored. Unlike the
Fisherian idol, Gosset’s approach is a rational guide for decision making
and easy to understand. But it has been resisted now for eighty years.

Our book also addresses implied readers outside the statistical fields
themselves such as intellectual historians and philosophers of science. The
history and philosophy of applied statistics took a wrong turn in the 1920s,
too. In an admittedly sketchy way—Ziliak himself is working on a book
centered on Gosset—we explore the philosophy and tell the history here.
We found that the recent historians of statistics, whom we honor in other
matters, have not gotten around to Gosset. The historiography of “signifi-
cance” is still being importantly shaped by R. A. Fisher himself four decades
beyond the grave. It is known among sophisticates that Fisher took pains
to historicize his prejudices about statistical methods. Yet his history gave
little credit to other people and none to those who in the 1930s developed
a decision-theoretic alternative to the Fisherian routine. Since the 1940s
most statistical theorists, particularly at the advanced level, have not men-
tioned Gosset. With the notable exception of Donald MacKenzie, a soci-
ologist and historian of science, scholars have seldom examined Gosset’s
published works. And it appears that no one besides the ever-careful Egon
S. Pearson (1895–1980) has looked very far into the Gosset archives—and
that was in 1937–39 for the purpose of an obituary.

The evidence on the Gosset-Fisher relationship that Ziliak found in
the archives is startling. In brief, Gosset got scooped. Fisher’s victory over
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Gosset has been so successful and yet so invisible that a 2006 publication
on anti-Fisherian statistics makes the usual mistake, effectively equating
Fisher’s approach with Gosset’s (Howson and Urbach 2006, 133). In truth
it was Gosset, in 1905, not Neyman, in 1938, who gave “the first em-
phasis of the behavioralistic outlook in statistics” (Savage 1954, 159).

Only slowly did we realize how widespread the standard error had
 become in sciences other than our home field of economics. Some time
passed before we systematically looked into them. Thus the broader in-
tervention here. We couldn’t examine every science or subfield. And
 additional work remains of course to be done, on significance and other
problems of testing and estimation. Some readers, for example, have asked
us to wade in on the dual problems of specification error and causality. We
reply that we agree—these are important issues—but we couldn’t do jus-
tice to them here.

But we think the methodological overlaps in education and psychol-
ogy, economics and sociology, agriculture and biology, pharmacology and
epidemiology are sufficiently large, and the inheritance in them of Fisher-
ian methods sufficiently deep, that our book can shed some light on all the
t-testing sciences. We were alarmed and dismayed to discover, for ex-
ample, that supreme courts in the United States, state and federal, have
begun to decide cases on the basis of Fisher’s arbitrary test. The law itself
is distorted by Fisher. Time to speak up.

We invite a general and nontechnical reader to the discussion, too. If
he starts at the beginning and reads through chapter 3 he will get the main
point—that oomph, the difference a treatment makes, dominates preci-
sion. The extended but simple “diet pill example” in chapter 3 will equip
him with the essential logic and with the replies he’ll need to stay in the
conversation. Chapter 17 through to the end of the book provides our
brief history of the problem and a sketch of a solution.

Readers may find it strange that two historical economists have in-
truded on the theory, history, philosophy, sociology, and practice of hy-
pothesis testing in the sciences. We are not professional statisticians and are
only amateur historians and philosophers of science. Yet economically con-
cerned people have played a role in the logic, philosophy, and dissemina-
tion of testing, estimation, and error analysis in all of the sciences from
Mill through Friedman to Heckman. Gosset himself, we’ve noted, was a
businessman and the inventor of an economic approach to uncertainty.
Keynes wrote A Treatise on Probability (1921), an important if somewhat
neglected book on the history and foundations of probability theory.
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Advanced empirical economics, which we’ve endured, taught, and
written about for years, has become an exercise in hypothesis testing, and
is broken. We’re saying here that the brokenness extends to many other
quantitative sciences—though notably—we could say significantly—not
much to physics and chemistry and geology. We don’t claim to understand
fully the sciences we survey. But we do understand their unhappy statis-
tical rhetoric. It needs to change.  
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A Significant Problem

Merely theoretical uncertainty continues to have no meaning. . . .
Perhaps as near to it as we can come is in the familiar story of the
Oriental potentate who declined to attend a horse race on the
ground that it was already well known to him that one horse could
run faster than another. His uncertainty as to which of several
horses could outspeed the others may be said to have been purely in-
tellectual. But also in the story nothing depended from it; no cu-
riosity was aroused. . . . In other words, he did not care; it made no
difference. And it is a strict truism that no one would care about
any exclusively theoretical uncertainty or certainty. For by defini-
tion in being exclusively theoretical it is one which makes no dif-
ference anywhere.

john dewey 1929, 38–39. emphasis in original 

For the past eighty years it appears that some of the sciences have made
a mistake by basing decisions on statistical “significance.” Although it
looks at first like a matter of minor statistical detail, it is not.

Statistics, magnitudes, coefficients are essential scientific tools. No one
can credibly doubt that. And mathematical statistics is a glorious social
and practical and aesthetic achievement. No one can credibly doubt that
either. Human understanding of chance and uncertainty would be much
reduced were it not for Bayes’s rule, gamma functions, the bell curve, and
the rest. From the study of ancient parlor games to the rise of modern
space science, mathematical statistics has shown its power. Our book is
not a tract against counting or statistics. On the contrary. In our own sci-
entific work we are quantitative economists and value statistics as a cru-
cial tool.



But one part of mathematical statistics has gone terribly wrong, though
mostly unnoticed. The part we are worrying about here seems to have all
the quantitative solidity and mathematical shine of the rest. But it also
seems—unless we and some other observers of mathematical statistics
such as Edgeworth, Gosset, Egon Pearson, Jeffreys, Borel, Neyman, Wald,
Wolfowitz, Yule, Deming, Yates, Savage, de Finetti, Good, Lindley, Feyn-
man, Lehmann, DeGroot, Bernardo, Chernoff, Raiffa, Arrow, Blackwell,
Friedman, Mosteller, Tukey, Kruskal, Mandelbrot, Wallis, Roberts,
Granger, Press, Moore, Berger, Freedman, Rothman, Leamer, and Zellner
are quite mistaken—that reducing the scientific problems of testing and
measurement and interpretation to one of “statistical significance,” as
some sciences have done for more than eighty years, has been an excep-
tionally bad idea.

Statistical significance is, we argue, a diversion from the proper ob-
jects of scientific study. Significance, reduced to its narrow statistical
meaning only, has little to do with a defensible notion of scientific infer-
ence, error analysis, or rational decision making. And yet in daily use it
produces unchecked a large net loss for science and society. Its arbitrary,
mechanical illogic, though currently sanctioned by science and its bu-
reaucracies of reproduction, is causing a loss of jobs, justice, profit, and
even life.

We and our small (if distinguished) group of fellow skeptics say that a
finding of “statistical” significance, or the lack of it, statistical insignifi-
cance, is on its own almost valueless, a meaningless parlor game. Statisti-
cal significance should be a tiny part of an inquiry concerned with the size
and importance of relationships. Unhappily it has become the central and
standard error of many sciences.

Significance in Science

Statistical significance is the main factual tool of medicine, economics,
psychiatry, agronomy, pharmacology, sociology, education, some parts of
the biological and earth sciences, and some parts of the academic study
of business and history. Astronomers use it to shine a light. Psychologists
have developed a fetish for its scientific-sounding rituals. Poll takers and
market analysts depend on little else. The tool and its rituals are not much
used in the other sciences—atomic physics, say, or cell biology or chem-
istry or the remaining parts of the life, earth, atmospheric, or historical
sciences.
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Statistical significance developed first—if comparatively informally—
in demography and astronomy. Toward the end of the eighteenth century
Laplace began to formalize the notion of significance in the astronomical
sciences, though we know from Elizabeth Scott (1953) and others that it
functioned in the astronomy of his day as a tiny supplement to scientific
reasoning. By the end of the nineteenth century “significance” had been
further mathematically refined and extended and began to shed its un-
certain light on many fields, both experimental and observational. It be-
came for instance through the works of Galton, Pearson, and Weldon the
main instrument of large-sample biometrics.

A brewer of beer, William Sealy Gosset (1876–1937), proved its value
in small sample situations. He worked at the Guinness Brewery in Dublin,
where for most of his working life he was the head experimental brewer.
He saw in 1905 the need for a small-sample test because he was testing va-
rieties of hops and barley in field samples with N as small as four. Gosset,
who is hardly remembered nowadays, quietly invented many of the tools
of modern applied statistics, including Monte Carlo analysis, the balanced
design of experiments, and, especially, Student’s t, which is the founda-
tion of small-sample theory and the most commonly used test of statisti-
cal significance in the sciences.1 Gosset’s “The Probable Error of a Mean”
was published in 1908 under the pseudonym “Student.” Yet he had been
thinking about his need for a small sample test since at least 1905, the
year he told Karl Pearson about it. But the value Gosset intended with his
test, he said without deviation from 1905 until his death in 1937, was its
ability to sharpen statements of substantive or economic significance. Gos-
set’s immediate goal, of course, was to brew the best tasting stout at a sat-
isfying price. His test of statistical significance could, he knew, contribute
only a little to those substantive aesthetic and economic goals. Experi-
ments in the selection and cultivation of barley and hops, and in quanti-
tative simulations, technologies of malting, water quality, yeast chemistry,
storage temperature, cask type, and many other Guinness variables—from
an unusually generous if paternalistic wages and benefits scheme to the
daily taste test—would contribute far more.2 World War I had been under
way for more than a year when Gosset—who wanted to serve in the war
but was rejected because of nearsightedness—wrote to his elderly friend,
the great Karl Pearson: “My own war work is obviously to brew Guinness
stout in such a way as to waste as little labor and material as possible, and
I am hoping to help to do something fairly creditable in that way.”3 It
seems he did.
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Counting Matters, and Inference, Too

Every science uses counting and should. Counting is central to a real sci-
ence, and applied statistics is sophisticated counting. The big scientific
question is, “How much?” To answer the how-much question you will
often need statistical methods. If your clinical-diagnostic problem can
best be answered with “analysis of variance”—though we advise you to
think twice—then you had better not be terrified of its imposing columns
and nonlinear off-diagonals. If your business problem is a sampling one,
and requires a high degree of confidence in the truth of the result, you
had better examine the entire “power function.” If your physical problem
leads naturally to the Poisson distribution you had better be fluent in that
bit of statistical theory. If you want to say how much abortion reduces
crime rates, “other things equal,” you had better know how to run mul-
tiple regressions that can isolate the effect of abortion from those other
things. Good.

Statistical significance is a subset of such statistical methods. Formally
speaking, statistical significance is a subset of induction, either “inductive
behavior” (the question of how much) or “inductive inference” (the ques-
tion of whether), depending on one’s philosophical school of thought.4

But statistical “significance,” once a tiny part of statistics, has metasta-
sized. You can spot statistical significance in the sciences that use it by
noting the presence of an F or p or t or R2—an asterisk superscripted on
a result or a parenthetical number placed underneath it, usually with the
word significance or standard error in attendance. Scientists use statisti-
cal significance to “test” a hypothesis—for example, the hypothesis that
comets come from outside the solar system or the hypothesis that social
welfare programs diminish the pace of economic growth.5 So statistical
significance is also a subset of testing.

Testing, too, is used by all the sciences, and of course should be. That
is, claims should be estimated and tested. Scientific assertions should be
confronted quantitatively with the world as it is or else the assertion is a
philosophical or mathematical one, meritorious no doubt in its own terms
but not scientific. To demonstrate scientifically and statistically that
Chicago is the City of the Big Shoulders you would need to show by how
much Boston or London lack such shoulders.

The problem we are highlighting is that the so-called test of statistical
significance does not in fact answer a quantitative, scientific question. Sta-
tistical significance is not a scientific test. It is a philosophical, qualitative
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test. It does not ask how much. It asks “whether.” Existence, the question
of whether, is interesting. But it is not scientific.

The question of whether is studied systematically in departments of
philosophy or mathematics or theology. We have spent time in those de-
partments and have a high opinion of them. But their enterprises are not
scientific. Instead of asking scientifically how big are the shoulders of
Chicago, the philosophical disciplines ask whether big shoulders exist.
Does there exist an obligation to believe a synthetic proposition? Yes or
no. Does there exist a good and omnipotent God? Yes or no. Does there
exist an even number not the sum of two primes? Yes or no. Does there
exist a significant relationship between economic growth and belief in
hell? Pray tell.

The problem we are pointing out here—we note again that it is well
known by sophisticated students of the matter and is extremely elemen-
tary—is that by using Fisherian methods some of the putatively quantita-
tive sciences have slipped into asking qualitatively whether there exists an
effect of drug prices on addiction or whether there exists an effect of
Vioxx on heart attacks or whether there exists an effect of Catholicism on
national economic backwardness. Yes or no, they say, and then they stop.
They have ceased asking the scientific question “How much is the effect?”
And they have therefore ceased being interested in the pragmatic ques-
tions that follow: “What Difference Does the Effect Make?” and “Who
Cares?” They have become, as we put it, “sizeless.”

But the Point of Counting and Inference 
Is to Find a Size

Real science depends on size, on magnitude. Scientific departments of
physics, economics, engineering, history, medicine, and so forth intend to
study actualities and realistic possibilities quantitatively. We admire their
quantitative intentions, in many fields first imagined in part by statistical
sophisticates such as Francis Galton and Karl Pearson. Victor Hilts, the
historian of science, wrote in 1973, “I think it might even be fair to say
that the introduction of statistical techniques in the social sciences repre-
sents one of the two most important methodological innovations in [all of]
nineteenth-century science”(Hilts 1973, 207). We agree.

But after Galton and Pearson, and especially after Ronald Fisher, the
statistical sciences have slipped into asking a philosophical and qualitative
question about existence instead. The scientific question is how much this
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particular bridge, or a bridge of this particular kind, can tolerate thus-
and-such forces of stress. There may “exist” a stable bridge. But unless the
magnitudes and limits of stability can be given quantitatively in the world
we actually inhabit the knowledge of whether it exists is unhelpful. No as-
tronomer is interested in the question of whether there is some effect of
the rest of the galaxy’s gravitation on the Oort cloud. No scientific brewer
of Guinness will ask whether bitterness “exists”—as a careful student of
hops chemistry, and a profit center, he is forced to ask how much. The
question of whether has, as John Dewey observed, “no [scientific] mean-
ing,” no big bang. Being “exclusively theoretical” no curiosity is aroused
by it because it makes “no difference” anywhere. Not even in philosophy,
pragmatically considered, the great philosopher said.

Like an engineer the astronomer is interested in how much the effect
on the Oort cloud is, for the generation of comets, say. Instead of non ex-
istent or not statistically significant she uses a word seldom heard in the
ontological and metaphysical departments of philosophy and mathemat-
ics and theology: negligible. In a department of mathematics it would be
viewed as irrelevant, even vulgar, to note that the number of even num-
bers not expressible as the sum of two primes is entirely negligible—as in
fact it appears to be. No such even number has yet been found, up to
 gigantic numbers. But that, the mathematician will complain with a sneer,
is a mere calculation, satisfactory for mere engineers and physicists but not
for a “real” mathematician. The real mathematician, since the Greeks first
invented such a character, has craved certitude. But certitude is not inter-
esting to the astronomer. She seeks magnitude and effect size. She is sel-
dom tempted to substitute “testing for low magnitude” or “estimation of
effect size” for “significance testing for a low probability.” In a science,
size matters.

To confront her assertions with the world the astronomer or engineer
uses simulation methods, for which often enough no unique analytic so-
lution is guaranteed to “exist.” She is not against analytic certitude, what-
ever that might mean. Her quantitative methods—estimating magni-
tudes—puzzle her colleagues in mathematics and, more to the point here,
puzzle, too, her colleagues in econometrics or statistical medicine who
have spent too much time in the exist/not-exist world of esteemed de-
partments of mathematics, philosophy, or theology. The astronomical sci-
entist wants to meet scientific, not metaphysical, standards. She seeks
salience, adequacy, nonnegligibility, real error, an oomph that measures
the practical difference something makes. Such scientific standards of per-
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suasion have little to do with axiom or consistency or existence. Axiom,
consistency, and existence are the values of the nonscientific departments,
admirable in themselves, we repeat earnestly. But they are not the values
of a quantitative science.

The substitution of existence for magnitude has been a grave mistake.
That’s one way of stating the main point of our book. Any quantitative
science answers how much, or should. Many do, like geophysics and
chemistry and a good deal of history. How much energy did the crashing
of the Indian subcontinent contribute to the raising of the Himalayas?
How much did foreign trade contribute to the British industrial revolu-
tion? How much genetic material is transmitted to the next generation?
But medicine, economics, and some other sciences have stopped asking
how much, especially in their academic, as against their applied, work.
Or, to be more exact, they believe they are interested in the quantitative
questions of what this or that number really is in the world. But their way
of deciding what that number really is—statistical significance or in-
significance—and what difference it makes—doesn’t give them the cor-
rect answer.

Statistical significance sounds scientific. After all, it speaks in technical
terms about the experimental and observational quantities of science. And
it shows up in, for example, the technical notes to a bottle of prescription
pills. “Zyprexa was significantly better than placebo (P � 0.05) on initial
assessment,” says the guardian of the quantitative bottom line behind an
antidepressant pill, “with the Cox model but not when compared with
placebo by means of a Hochberg adjustment for multiple comparisons”
(Osterweil 2006, 2). How very significant.

But in truth statistical significance is a philosophy of mere existence.
And even by philosophical standards—leaving aside the scientific stan-
dard—it is a poor one. It concerns itself only with one kind of probabil-
ity of a (allegedly) randomly sampled event—the so-called exact p-value
or Student’s t—and not with the other kinds of sampling probability, such
as the “power of the test,” which controls for what Egon Pearson called
in 1928 the “second type of error.” And statistical significance is not con-
cerned with any of the long list of nonsampling sources of error, such as
confounding effects, as one finds in medicine and epidemiology; speci -
fication error, as one finds in economics and the other human sciences;
“non-linear fertility slopes” (Student 1938, 374), as one finds in agro-
nomic experiments; the “bias of the auspices” (Deming 1950, 43), as one
finds in government, industrial, and ethnographic studies; measurement
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error, as one finds in psychology and pharmacology research and every-
where else; or experimental error and sample selection bias, as again one
finds in all of the sciences.6 Significance is a strikingly partial philosophi-
cal account of the existence of error, and Fisher’s version of it—sans
power—is lacking even a probabilistic means of assessing its own magni-
tude. It fails, as the great geo- and astrophysicist Harold Jeffreys reminded
Fisher, to “give us ground for believing the laws that we do believe or else
say definitely that our inferences are fallacious.”7

But the biggest problem is the more elementary one we shall explore
here. It is: Fit is not the same thing as importance. So-called tests of fit,
such as Student’s t or tests of R2, do not by themselves solve the all im-
portant matter of Gosset significance—which is Size Matters � Who
Cares?—the “minimax strategy” or “loss function” of every inquiry.8 Sci-
entists and their customers wish to have relevance not amateur philoso-
phy. They wish for standards that will help them, say, minimize the max-
imum loss of jobs, income, profit, health, or freedom in following this or
that hypothesis as if true.

The general validity of the loss function way of thinking is, inciden-
tally, not sensitive to the degree of risk aversion felt by an individual in-
vestigator or his advisees. So “personal taste” or “equal distribution of
 ignorance” are not excuses justifying gross indulgence of the mechanical
instrument. Loss is in the behavioralistic tradition of statistics the per-
ceived value of a sacrifice, giving up that to do this, and may be positive
or negative. So even the gambler who sees “nothing but blue sky”—a real
risk lover—will distinguish maximum losses from minimum, big wins
from small. Adjusting the levels of Type I and Type II error is, statisticians
agree, necessary for handling differential attitudes toward risk. The prob-
lem is that today’s statistical experts do not estimate or consider the loss
function or Type II error at all. In his last year of life, the great statistician
and economist Leonard Savage asked, “When is one [statistical] expert,
real or synthetic, to be preferred to another?” He replied, “Employ, until
you have further experience, that expert whose past opinions, applied to
your affairs, would have yielded you the highest average income” (1971b,
145–46). Substitute “highest average income”—or rather add to it—other
concerns, such as “highest average quality” or “highest rate of patient
survival” or “lowest number of heart attacks” or “highest average rate of
minority student graduations,” or even “highest scientific consensus” and
you have what we are claiming here.

In any case, without a loss function a test of statistical significance is
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meaningless, no better than a table of random numbers. Pretending to af-
ford a view from everywhere, statistical significance is in fact a view from
nowhere. In its desire to maximize precision in one kind of sampling error
it turns away from the human purposes and problems that motivated the
research in the first place. Fisher-significance is by itself about precisely
nothing.

Statistical significance has translated every quantitative question about
hypotheses into a philosophical and qualitative measure of probability
about the data assuming the truth of a singular hypothesis. It has col-
lapsed the scientific world into a Borel space, p (0, 1.0)—a procedure, by
the way, that the mathematical statistician Émile Borel (1871–1956) him-
self emphatically rejected. Borel, though a master of abstract imagina-
tion, was deeply interested in the substantive side of testing and in Paris
in the 1920s helped convert a young Jerzy Neyman to a life of substan-
tive significance.9

Savage noted in The Foundations of Statistics (1954) a part of the
problem we are highlighting: “Many [scientists following in the footsteps
of Karl Pearson and R. A. Fisher],” he wrote, “have thought it natural to
extend logic by setting up criteria for the extent to which one proposition
tends to imply, or provide evidence for, another. . . . It seems to me obvi-
ous, however, that what is ultimately wanted is criteria for deciding among
possible courses of action.”10 Yet, in imitation of Fisher, today’s signifi-
cance testers do not think about “possible courses of action.” Statistical
significance is, as Savage says, “at best a roundabout method of attack.”11

That is to put it charitably.
To cease measuring oomph and its relevant sampling and nonsampling

error is to wander off into probability spaces, forgetting—commonly for-
ever—that your interest began in a space of economic or medical or psy-
chological or pharmacological significance. In applied work at, for ex-
ample, the Pfizer Corporation or the Centers for Disease Control or the
Federal Reserve Board of Governors, one would expect the scientists in-
volved to be serious about substantive oomph in medical or economic or
pharmacological matters. But p and t and F and other measures of “sig-
nificance” fill the air.

The sociological pressure to assent to the ritual is great. In 2002 we
gave together a talk at the Georgia Institute of Technology, where Ziliak
was teaching, on the significance mistake in economics. Three researchers
from the nearby Centers for Disease Control (CDC) attended. They
agreed with us about “the cult of p,” as they put it. But they feared that
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their mere presence at a lecture against Fisher’s “significance” would put
their jobs at risk and made us promise not to reveal their names. The of-
ficial rhetoric at the CDC is: “Second-hand smoke is killing thousands an-
nually. But is it statistically significant?” The CDC, which is unquestion-
ably one of the world’s most important sites for the scientific study and
control of disease, imposes Fisherian orthodoxy on its scientists. That is
the power that the cult of statistical significance has.

Sizelessness is not what most of the Fisherians believe they are getting.
The sizeless scientists have adopted a method of deciding which numbers
are significant that has little to do with humanly significant numbers. The
scientists are counting, to be sure: “3.14159***,” they proudly report,
or simply “***.” But, as the probabilist Bruno de Finetti said, the sizeless
scientists are acting as though “addition requires different operations if
concerned with pure numbers or amounts of money” (De Finetti 1971,
486, quoted in Savage 1971a).

Substituting “significance” for scientific how much would imply that
the value of a lottery ticket is the chance itself, the chance 1 in 38,000, say,
or 1 in 100,000,000. It supposes that the only source of value in the lot-
tery is sampling variability. It sets aside as irrelevant—simply ignores—the
value of the expected prize, the millions that success in the lottery could
in fact yield. Setting aside both old and new criticisms of expected utility
theory, a prize of $3.56 is very different, other things equal, from a prize
of $356,000,000.12 No matter. Statistical significance, startlingly, ignores
the difference.

Imagine that you and your infant child are standing on a sidewalk near
a busy street. You have just purchased a hot dog from a street vendor, and
have already safely crossed the street. You suddenly realize that you’ve for-
gotten the mustard. Prize Number One: if you and your child scurry across
the busy street, dodging moving trucks and cars, there is some probabil-
ity—say, 0.95—you’ll both safely return with the mustard in hand.

Now imagine that you’ve gotten the hot dog and mustard across the
street all right—but this time you’ve forgotten your infant child. You watch
in horror as she tries to cross the street by herself. Prize Number Two: if
you scurry across the street, dodging vehicles as before, there is some prob-
ability—say, the same 0.95—you’ll return with your child unharmed.

Two prizes—the mustard and your child—identical probability. Sta-
tistical significance ignores the difference. It ignores, in the words of Sav-
age, “criteria for deciding among possible courses of action.” Since both
decisions are equal in probability of “success,” that is, equal in statistical
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significance, the sizeless scientists assign equal value to the mustard and
the child. Both the CHILD variable and the MUSTARD variable are sig-
nificant at p � .05. Therefore, the sizeless scientist in effect declares,
“They are equally important reasons for crossing the street.”

Imagine a crime suspect interrogated repeatedly by investigators. Sig-
nificance testers say that if ninety-five times or more out of a hundred a
suspect admits he is guilty of the crime, the correct decision is “guilty,”
hang him high, regardless of the size or nature of his alleged crime, ax
murder or double parking, and the ethical and pecuniary cost to society
of disposing of him. But if his testimony is the same only ninety-four times
of out a hundred, or eighty-one times out of a hundred, let the suspect go
unmolested. He’s innocent, again despite the size, nature, or cost of the al-
leged crime. If the p doesn’t fit—the sizeless scientists say, following the
dictates of R. A. Fisher—then you must acquit.

William James believed that “we have the right to believe any hypoth-
esis that is live enough to tempt our will” (1896, 107) but added—in a
philosophical pragmatism friendly to what Neyman and Savage called “in-
ductive behavior”—what really tempts is what a belief “leads to” (98).
What, a scientist should ask, are the social or personal human purposes
 activated by the belief? What does the belief lead to? A conclusion such as
“the subjects of my inquiry are indifferent between a mustard packet and
a child” will rarely lead one to the correct side of the street. A sizeless sci-
entific finding, measuring nothing relevant to human decision making,
leads nowhere—it is therefore, in strictest pragmatist terms, as the philoso-
phers Quine and Ullian put it, “unbelievable.”13

The usual procedure does not ask the question “How big is big?”
about its numbers . It does not ask whether the variable is for human or
other purposes substantively significant. It asks instead, “In the data we
happen to have, is the estimated variable (or the full model, if that’s what
is being tested) more than two or three standard deviations of its own
sampling variation away from the null hypothesis?” It’s not the main ques-
tion of science. But it is the only question that a sizeless scientist bothers
with. “X has at the .05 level a significant effect on Y,” he says. “Therefore
X is important for explaining Y.” The circumlocution is made regardless
of how much a unit increase in X affects the levels or qualities of Y or
how many other variables are involved or how much X varies or what
difference X makes in the course of Y when Z is added to the experiment.
Dewey wrote that “it is a strict truism that [no scientist] would care about
any exclusively theoretical uncertainty or certainty. For by definition in
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being exclusively theoretical it is one which makes no difference any-
where” (1929, 38–39, emphasis in original). Yes.

When the Fisherian significance tester wishes to use a set of data to
distinguish between two different hypotheses, such as � � 1 (the null hy-
pothesis, say) and � � 1 (the one-sided alternative), he asks whether the
variate is “statistically significantly different from the null” (which null hy-
pothesis he assumes provisionally to be true). Exclusively he asks about
the theoretical certainty or lack of it. He does not ask the relevant scien-
tific question—how much oomph, how much pragmatic effect, what dif-
ference does the variate or model lead to relative to some different mag-
nitude of scientific importance? Does a � of 1.20 lead to other economic
or medical recommendations? Does a � of 1.10 tempt our will? What are
the available courses of action and how do you know?

In a regression context, an estimated �hat � .01 (to take another mag-
nitude) is said by such a scientist to be different from a theoretical null
 hypothesis �null, equal to, let’s say, exactly zero, if with a large enough
 sample and a small enough variation in the sample at hand the variate
 attached to �hat is “statistically significantly different from the null hy-
pothesis of [exactly] zero.” That the independent variate in question is
“amount of insulin dose” and the dependent variate “length of patient
survival” does not affect procedures. The Fisherian procedure claims to
test the significance of numbers “in their own terms,” objectively, with-
out regard for human purposes. (Insignificance, we should add, a failure
to achieve the .05 or .01 cutoff, is the other side. “The coefficient on
DIALYSIS [or MONEY or TAXES or DEATH—the list of candidates is
endless] is statistically insignificant but of the right sign,” as a great many
authors have written in slavish imitation of each other. In our home field
of economics we call such practice “sign econometrics.” It is rampant.)
But the equation and substitution of statistical significance and scientific
relevance are proposed relative to no scientific or ethical values. Literally,
we repeat, none.

A book could be excellently copyedited, precise in every detail, the pub-
lisher and the author having spent months and months, thousands of man
hours, making sure that every number in the book is precise to eight sig-
nificant digits, every jot and tittle of every word just so, a very Torah scroll
of precision. Yet the book could be substantively worthless, a book, say,
consisting of Fisherian significance tests on numbers gathered with no sci-
entific question in mind from telephone directories and MySpace sites in
Holland, Greece, and Tanzania. On the other hand, an important book,
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such as Fisher’s Design of Experiments (1935), could be imprecise in very
many details, with notable misspellings, say, and errors in the statistical
tables, illogicalities in the mathematics, or, worse (as we claim was in fact
the case for The Design of Experiments), it could have vitiating errors in
its scientific rhetoric, yet it could nonetheless be important in the intellec-
tual history of the twentieth century and well worth publishing. No sen -
sible person—or publisher—would confuse precision in production with
importance in intellectual life. Yet that is what users and buyers of tests of
significance do.

Precision in the matter of random sampling is nice, to be sure, some-
thing to be desired. Sometimes having “precision” narrowed to “preci-
sion in the sense of an arbitrarily low standard error from an alleged
 sample of an imaginary repeated experiment in view of an arbitrary null
hypothesis of exactly zero” is scientifically useful. But rarely. The problem
is the opportunity cost of specializing in it excessively, as Fisherian pro-
cedures urge one to do. A publisher would never say to herself, “This
book is an idiotic compilation of significance tests on telephone directo-
ries and MySpace sites that leads nowhere and tempts no will. But after
all it is beautifully and precisely copyedited, with every number and
spelling and citation checked fifty times. Therefore I have done my job.”
But that, alas, is what the sizeless sciences say to themselves, especially
since the arrival of the desktop computer with its ability to invert big ma-
trices at the punch of a key, “checking” on sampling variability effort-
lessly and on a gigantic scale. By Moore’s law electronic computation of
statistical significance has cheapened to near zero. By economic law the
scientific value of the computation has come to be equal at the margin to
its private cost. “Decision” has become socialized and bureaucratized—
heedless of the social margins. The sciences of medicine and economics
and the others have developed machinery heedless of scientific substance.

The substitute question is supposed to tell “whether” an effect “ex-
ists.” It does not. If beneath your �’s you can insert p � .05 or t � 2.0,
then the scientific job is supposed to be finished regardless of effect size
and its relevance. It is not.

The Sizeless Scientists Have Missed the Point

The problem of significance is old. The substitution of significance for rel-
evance is more than a century old in some sciences, such as parts of biol-
ogy—anthropometry, for example. And since Ronald Aylmer Fisher made
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it canonical in the 1920s and 1930s the standard error has spread and
spread. The idea of significance as applied to matters of random sampling
existed, we have noted, in the early eighteenth century, originating, it
would appear, with John Arbuthnot and Daniel Bernoulli. The very word
significance seems to have first appeared in an article by F. Y. Edgeworth,
in 1885. The basic logic is ancient and has, we’ve said, its uses. Cicero’s
Quintus character in De Divinatione uses it to argue for the existence of
the gods: “‘Mere accidents,’ you say. . . . Can anything be an ‘accident’
which bears on it every mark of truth? Four dice are cast and a Venus
throw [four different numbers] results—that is chance; but do you think
it would be chance, too, if in one hundred casts you made one hundred
Venus throws?” (I, 23). He’s got a point.

But significance was a minor part of any science until Francis Galton
(1822–1911) and especially Karl Pearson (1857–1936) fitted Biometrika
with chi-square, regressions, and other curves. After Fisher published Sta-
tistical Methods for Research Workers in 1925, among the most widely
read professional texts on statistics of the twentieth century, statistical sig-
nificance became the central empirical question, commonly the only em-
pirical question—first in biometry and agronomy, then in genetics, psy-
chology, economics, anthropometry, sociology, medicine, law, and many
other fields. In psychometrics, statistical significance was by the late
1920s—regardless of effect size—judged a necessary and sufficient con-
dition for the demonstration of a scientific result. By the 1970s Fisher’s ab-
solute criterion of significance was flourishing in all the fields we highlight
here and was sinking its roots into a few more that we have only glanced
at, such as law.

Fisher’s procedure of statistical significance often has other difficulties,
on which a great deal of philosophical and mathematical and sociologi-
cal ingenuity has been spent. Is the sample proper? Is the whole popula-
tion in the so-called sample? Is the “sample” one of convenience, and
therefore  biased in preselection? Has the investigator herself selected for
use only the significant results (p � .05) out of many experiments at-
tempted? Is the significance level corrected for sample size? Is the as-
sumed sampling distribution the correct one? What, after all, is the cor-
rect measure of probability? Is probability about belief—in De Morgan’s
terms, a “law of thought”—or is it mainly about frequencies in the long
run—a “law of things,” as John Venn believed?14 What is the relation
between “personal” probability and groupwise calculable risk?15 What
about heteroskedacity? What about truncation error? What about spec-
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ification error? And so on. You may consult many thousands of excellent
philosophical and statistical articles published each year that examine
these absorbing difficulties.

But we are making a more elementary point. Statistical significance, we
are saying, is never the end of an argument. Indeed, speaking of stepwise
procedures, it’s always a false start. Statistical significance is neither nec-
essary nor sufficient for a scientific result. Many who have seriously ex-
amined the issue, from Edgeworth to Kruskal, agree. Statistical significance
offers merely a certain kind of theological proof: ipse dixit—a t-statistic is
supposed to “speak for itself” because the probability of a certain restricted
kind of error is low, a sampling error of excessive skepticism. Most scien-
tists seem to believe this. In grant applications as much as journal corre-
spondence, they verbally repeat the belief as if it were the very paternoster
of science. We want to persuade them to go back to a truly scientific rit-
ual, asking How Much.

Science Needs a Loss Function

The doctor who cannot distinguish statistical significance from substan-
tive significance, an F-statistic from a heart attack, is like an economist
who ignores opportunity cost—what statistical theorists call the loss func-
tion. The doctors of “significance” in medicine and economy are merely
“deciding what to say rather than what to do” (Savage 1954, 159). In the
1950s Ronald Fisher published an article and a book that intended to rid
decision from the vocabulary of working statisticians (1955, 1956). He
was annoyed by the rising authority in highbrow circles of those he called
“the Neymanites.” 

But every inference drawn from a test of statistical significance is a
“decision” involving substantive loss and, further, not merely one narrow
sort of loss under conditions of random sampling. Every decision involves
cost and benefit, needs and wants, choices and courses, a minimax prob-
lem (if that is your loss function) as general or particular as the problem-
situation warrants. Accepting or rejecting a test of significance without
considering the potential losses from the available courses of action is
buying a pig in a poke. It is not ethically or economically defensible.

We want you to be dissatisfied with a 5 percent “verbalistic” philoso-
phy (Savage 1954, 159). The solution is not to seek a 1 percent or a 12
percent philosophy. No predetermined rule of one or three or whatever for
�-level sampling error will do, as Gosset said repeatedly to Fisher, Karl
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Pearson, Egon Pearson, Edwin S. Beaven, and others. Significance rules in
isolation are useless.

All the signals point you toward seeking instead, speaking in regres-
sion terms, a 100 percent �-philosophy. To reclaim the quantitative side
of your science you will need to make �-decisions: you will have to make
�-decisions about differences expressed in terms of effect size and, if you
are seriously worried about sampling as one source of error, you will have
to make �-decisions about your power to reject the null relative to sub-
stantive alternatives. You will have to think about your coefficients in a
currency of How Much in the world as it is, or could be, and persuade a
community of scientists. Instead of deploying a mechanical rule about
one kind of sampling error you will have to establish a reservation price
of �-coefficients, a minimum effect size of substantive significance, in the
relevant range of power, for your particular area of research, acknowl-
edging all the sources of error. You will not confuse power with sub-
stance, nor mere sampling error with “real” or “actual” error (Student
1927, 1938). You will instead dwell on the substantive meaning of your
estimates in the range of real error. That is, you will actually repeat ex-
periments, as Gosset did, not pretend to, as Fisher and his many follow-
ers have, so that your sampling distribution is based on something be-
sides an imagined infinitely repeated flipping of a fair coin. You will
employ minimax or some other loss function to consider the ramifica-
tions of possible courses of action or interpretation. You will give an eco-
nomic interpretation to the logic of uncertainty. In the style of Gosset you
will supply “real error bars” around your best estimates, showing that
sampling-based confidence intervals are only one element—perhaps a
quite small element—of the discussable error.16 You will, in other words,
draw a dividing line of believable effect size at which some phenomenon
should be considered scientifically or humanly important. You will de-
vote your energies to examining the substantive deviations from this min-
imum oomph.

A tall order? Yes, but it has an honored name. It is called “science.”
Variable by variable, model by model, it is a difficult change to make,
from the nonscience of statistical “significance” to an actual science of
oomph. It moves away from the metaphysics of “existence” characteris-
tic of Greek-derived mathematics and philosophy to the calculable mag-
nitudes characteristic of modern science since the seventeenth century. It’s
hard to do, unlike calculating t-statistics, which is a simpleton’s parlor
game. But actual science at the frontier is supposed to be difficult. If it
wasn’t, you wouldn’t be at the frontier.
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The other problem we are highlighting is what is known as the fallacy
of the transposed conditional. None of the oomph-lacking tests of Stu-
dent’s t, as its inventor told Fisher and Egon Pearson in 1926, are logically
speaking tests of hypotheses at all. Fisher is the reason. He erased the
Bayesian odds from Gosset’s original test of hypotheses, ignored Gosset’s
and Neyman’s and Pearson’s insights about the power of the test, and
 instead calculated the likelihood of observing the given data, assuming a
single null hypothesis is true. In some instances of science Fisher’s inver-
sion may pose no particular problem. It depends on the question one is
asking. But in daily use of Fisher’s methods the logic is turned on its head:
the sizeless scientists claim to observe the likelihood of a null hypothesis,
assuming the data they happen to have in hand are true, the exact reverse
of what Fisher’s method produces. “If H, then O” is supposed to affirm
“If O, then H.” It doesn’t.

If a person is hanged, he will probably die. Therefore, say the sizeless
scientists on coming upon a corpse in the street, “He was probably
hanged.” Something is amiss. The probability of being dead, given that
you were hanged, is much higher—much more statistically significant, as
irrelevant as such a proposition is for finding out exactly why a person is
dead—than the probability that you were hanged given that you are dead.
This is the fallacy of the transposed conditional. A high likelihood of the
sample, supposing the hypothesis is true, is supposed to imply a high prob-
ability of the truth of the hypothesis in light of the sample. No. Bringing
back Bayes’s rule, as sophisticates such as Lindley and Zellner and Good
and others have done, is probably a good idea (Bernando 2006). But on
our two main points a Bayesian revolution is not necessary, merely effi-
cient. What is necessary is to clearly distinguish Gossetian hypothesis test-
ing from Fisherian significance testing.

In other words, since the 1920s many economic and medical and psy-
chological and forensic scientists have calculated the wrong probability.
To take one of by now literally millions of examples, the fallacy of the
transposed conditional has in psychometrics led to a gross overestimate of
the number of adults afflicted by schizophrenia (Cohen 1994, 999–1000).
You can well imagine the need for and relevance of the size-matters/how-
much question in all of the sciences.

After Fisher, then, the sizeless sciences neither test nor estimate. They
practice a third method of science not easily recognized by a Fisher-only
education. The third method—which is a marriage of the sizeless stare of
statistical significance to the fallacy of the transposed conditional—we
call testimation, the ruin of empirical research.
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Fisher’s testimation has arrived at high places, such as the Supreme
Court of the United States. In Castenda v. Partida, 430 U.S. 482 (1977),
concerning jury discrimination, the court held that “as a general rule for
such large samples, if the difference between the expected value and the
observed number is greater than two or three standard deviations [that is,
if t � 2.0 or 3.0 or p � .05 or .01], then the hypothesis would be suspect
to a social scientist, 430 U.S. at 496 n.17.”17 This is mistaken. By God’s
grace the estimate of jury discrimination in question may be good or bad.
But its sheer statistical significance is no evidence one way or the other. If
the variable doesn’t fit / You may not have to acquit. It depends on the
oomph, the expected loss of sticking to the null. A suspect and his jury de-
serve to get from the expert a clear statement about the warrants of main-
taining one hypothesis over another given the truth of the observed data.
Today they get instead a statement about the warrants of maintaining the
observed data, assuming the truth of a maintained hypothesis (the null
hypothesis of, say, “innocent”). The law and all such work—that is to
say, most of the statistical work in economics, psychology, medicine, and
the rest since the 1920s and especially since the 1980s and the coming of
personal computers—has to be done over again.

But the Standard Error Is Tempting: Gosset Knew 

Gosset himself never believed “significance” was a substitute for finding
out How Much. He was one of nature’s economists and was required to
act as a profit center at Guinness, where he was an apprentice brewer in
the Experimental Division (1899–1906), later head experimental brewer
(1907–35), and for the rest of his short life head brewer of Guinness in
both Dublin and the newly established brewery in London, Park Royal
(1935–37).18 Gosset’s field experiments with barley varieties in Ireland
and England yielded small samples. Agricultural experiments are expen-
sive, he knew firsthand, so large sample sizes, on which statistical theory
since the eighteenth century had been based, were not profitably relevant.
How then could he distinguish the mean difference between, say, two bar-
ley yields with N � 4? Even with small samples the evidence for or against
a null hypothesis of no difference was, Gosset told Karl Pearson in an im-
portant letter of 1905, a matter of net “pecuniary advantage.”

My original question and its modified form. When I first reported on the
subject [of “The Application of the ‘Law of Error’ to the Work of the
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Brewery”], I thought that perhaps there might be some degree of prob-
ability which is conventionally treated as sufficient in such work as ours
and I advised that some outside authority in mathematics [such as Karl
Pearson] should be consulted as to what certainty is required to aim at
in large scale work. However it would appear that in such work as ours
the degree of certainty to be aimed at must depend on the pecuniary ad-
vantage to be gained by following the result of the experiment, compared
with the increased cost of the new method, if any, and the cost of each
experiment. This is one of the points on which I should like advice. (Gos-
set, ca. April 1905, in E. Pearson 1939, 215–16; italics supplied)

Pearson didn’t understand the advice Gosset was requesting and certainly
never realized that Gosset was the one who was giving the advice. The
great man of large samples never did grasp Gosset’s point—though wisely
he agreed to publish “Student’s” papers.

Gosset seems never to have tired of teaching it. Twenty-one years after
his letter of 1905 he responded to a query by Egon Pearson (1895–80), the
eldest son of the great Karl, who, unlike Pearson père, definitely did grasp
the point. In his response Gosset improved on his already sound definition
of substantive significance. To net pecuniary value he added that before
she can conclude anything decisive about any particular hypothesis the
statistician must account for the expected “loss” [measured in beer bit-
terness or lives or jobs or pounds sterling] relative to some “alternative hy-
pothesis.”19 Gosset explained to Pearson fils that the confidence we place
on or against a hypothesis depends entirely on the confidence and real
world relevance we put on some other hypothesis, possibly more relevant.

Gosset’s letters to the two Pearsons, and his twenty-one published
 articles, we have noted, are essentially unknown to users of statistics and
especially to economists. Yet Gosset was proposing, and using in his own
work at Guinness, a characteristically economic way of looking at the
 acquisition of knowledge. He focused on the opportunity cost, the value
of the sacrifice incurred by choosing one of the competing hypotheses. It
became the way of Neyman-Pearson and Wald and Savage, though
crushed in practice by Fisher’s forceful, antieconomic campaign. Fisher, by
contrast, looked for some absolute qualitative essence in the aristocratic
style of philosophy or theology or even of economics itself in the age be-
fore the idea of opportunity cost was made clear.20 After the Gosset let-
ters of May 1926 Egon Pearson and Jerzy Neyman began a series of fa-
mous theoretical papers establishing beyond cavil that Fisher was wrong
and Gosset right. To no avail.
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“Pecuniary advantage,” Gosset’s invention, is not the unique currency
of a regression coefficient or the difference between two means. Gosset, a
man of sense and compassion, well understood this—though even today
in cancer epidemiology the merely financial expense has a partial claim,
considering the alternative employment of the money in saving other lives.
Gosset himself conducted original studies on genetics, yeast, barley, hops,
the water of the Thames, and, years later, as we have noted, the nutri-
tional advantage to children of drinking raw milk (Student 1931a). He
focused always on the substantive meaning—the chemical and biological
significance of his coefficients. If you yourself deal in medicine or psychi-
atry or experimental psychology, Gosset and we would recommend that
you focus on clinical significance. If you deal in complete life forms, en-
vironmental or ecological significance. If you deal in autopsies or crime or
drugs, forensic or psychopharmacological significance. And so forth. In
short, Gosset’s rule is: in any science, attend to oomph. An arbitrary and
Fisherian notion of “statistical” significance should never occupy the cen-
ter of scientific judgment.

A great yet essentially unknown scientist, Gosset quietly invented,
among other things, the definition of economic significance, the statistical
“design of experiments,” the table of t, the t-test, and even the ideas of
“alternative hypotheses,” “power,” and “loss” (Ziliak 2008a). He did not
consider economic calculation or power or loss as mere add-ons or op-
tional accoutrements in case “you have time” or “are curious” after grind-
ing out significant t’s and high R2. Gosset shrugged at a merely statistical
significance found in the single sample on offer. Late in life he wrote a let-
ter to Egon, who had recently succeeded his father as editor of Bio-
metrika.21 Gosset was working on experiments with another old friend,
Edwin S. Beaven (1857–1941), a pioneer in agricultural experiments and
the world’s leading authority on barley and malt.22 Gosset wished to pub-
lish in Biometrika the results of their experiments together with his own
latest thinking about the role of “significance” in the design of experi-
ments. “The important thing in such,” Gosset wrote, “is to have a low real
error, not to have a ‘significant’ result at a particular station [as Fisher
sought]. The latter”—that is, a merely statistical significance defined in
Fisher’s way, he told the new editor of Biometrika—“seems to me to be
nearly valueless in itself.”23

Gosset was prophetic against the mechanization of statistical instru-
ments, too, including even calculating machines. He computed the table
of t with a mechanical calculator, “Baby Triumphator,” motored by a
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turn-crank and his own strong arm. But he had used electric machines,
too, at the brewery and later at Fisher’s office, and felt the intellectual dif-
ference. The same dangerous ease of calculation has brought statistical
significance to a peak in our own Early Computer Age. In Gosset’s 1905
report on “The Pearson Co-efficient of Correlation,” he warned his fellow
brewers that “the better the instrument the greater the danger of using it
unintelligently. . . . Statistical examination in each case may help much,
but no statistical methods will ever replace thought as a way of avoiding
pitfalls.”24 Statistical instruments, such as the t-test, the correlation coef-
ficient, and Intel Inside/Celeron, will not replace thought. Precisely. Some
years later the poet and Latin textual critic A. E. Housman complained
about the replacing of thought with thoughtlessly mechanical rules (for
example, “Honor the existing texts even if they yield nonsense”) in an ar-
ticle entitled, with heavy sarcasm, “The Application of Thought to Tex-
tual Criticism” (Housman 1922 [1961]; see McCloskey 1985 [1998], 72–
73). Gosset and we would like to see the application of thought to
statistical methods.

But Gosset was not as forceful as Housman or Fisher. He had, a friend
of his schooldays said, “an immovable foundation of niceness.” He had
the virtue of scientific and personal humility, so often misunderstood in
post-romantic thought as self-abnegation (McCloskey 2006). He worked
“not for the making of personal reputation, but because he felt a job
wanted doing and was therefore worth doing well” (E. Pearson 1939,
249). In the rough and tumble politics of the academy, and therefore in
business and agriculture and law, a humble brewer of Guinness lost out
to a very forceful eugenicist.

As Fisher himself said, “The History of Science has suffered greatly
from the use by teachers of second-hand material. . . . A first-hand study
is always instructive, and often . . . full of surprises” (quoted in Mendel
1955, 6). Unless you understand the first-hand history you are going to
continue thinking—as you do if you are a sizeless scientist and as we once
did ourselves—that there must be some argument for the 5 percent phi-
losophy. You will suppose that Fisher’s way could not be so gravely mis-
taken—could it? Surely, you will think, a Fisherian disciple of the intel-
lectual quality of Harold Hotelling could not have been confused on the
matter of statistical significance. Surely Ziliak and McCloskey and the
critics of the technique since the 1880s such as Edgeworth and Gosset and
Jeffreys and Deming and Savage and Kruskal and Zellner must have it
wrong.
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But when you see how Fisher and his immediate followers achieved
their sad victory we think you will change your mind. As Friedrich A.
Hayek wrote in 1952:

The paradoxical aspect of it, however, is . . . that those who by the sci-
entistic prejudice are led to approach social phenomena in this manner
[e.g., accept the phenomena if statistically significant, otherwise reject]
are induced, by their very anxiety to avoid all merely subjective elements
and to confine themselves to “objective facts,” to commit the mistake
they are most anxious to avoid, namely that of treating as facts what are
no more than vague popular theories. They thus become, when they least
expect it, the victims of . . . [what Whitehead called] the “fallacy of mis-
placed concreteness.” (54)

We think the now sizeless scientists can fulfill the promise of the nine-
teenth-century quantitative revolution and become rationally anthropo-
metric, biometric, cliometric, econometric, psychometric, sociometric,
technometric, and pharmacogenomic. But they will need to get back to
questions of how much and who cares? They will have to shift attention
away from their �-selves and toward their �-selves. Statistical scientists
share a common intellectual descent with �-Gosset. But most do not re-
alize that �-Fisher’s methods are a mutation because in this instance of
the history of science it was the wiser teacher who was spurned by a
greedy apprentice. Vague popular theories inherited from the flawed
Fisher, such as that t-statistics are objective evidence of the existence of an
effect, or that the R2 possesses a substance-independent scale on which a
model is said to be significant or not, or—to say it more generally—that
fit is the same thing as importance, will have to go.
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Dieting “Significance” and the 
Case of Vioxx

The rationale for the 5% “accept-reject syndrome” which afflicts
econometrics and other areas requires immediate attention.

arnold zellner 1984, 277

The harm from the common misinterpretation of p � 0.05 as an
error probability is apparent.

james o. berger 2003, 4

Precision Is Nice but Oomph Is the Bomb

Suppose you want to help your mother lose weight and are considering
two diet pills with identical prices and side effects. You are determined to
choose one of the two pills for her.

The first pill, named Oomph, will on average take off twenty pounds.
But it is very uncertain in its effects—at plus or minus ten pounds (you can
if you wish take “plus or minus” here to signify technically “two stan-
dard errors around the mean”). Oomph gives a big effect, you see, but
with a high variance.

Alternatively the pill Precision will take off five pounds on average. But
it is much more certain in its effects. Choosing Precision entails a probable
error of plus or minus a mere one-half pound. Pill Precision is estimated,
in other words, much more precisely than is Oomph, at any rate in view of
the sampling schemes that measured the amount of variation in each.

So which pill for Mother, whose goal is to lose weight?
The problem we are describing is that the sizeless sciences—from

agronomy to zoology—choose Precision over Oomph every time.
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Being precise is not, we repeat, a bad thing. Statistical significance at
some arbitrary level, the favored instrument of precision lovers, reports on
a particular sort of “signal-to-noise ratio,” the ratio of the music you can
hear clearly relative to the static interference. Clear signals are nice, espe-
cially so in the rare cases in which the noise of small samples and not of
misspecification or other “real” errors (as Gosset put it) is your chief prob-
lem. A high signal-to-noise ratio in the matter of random samples is help-
ful if your biggest problem is that your sample is too small, though the
clarity of the signal itself is a radically incomplete criterion for making a
rational decision.

The signal-to-noise ratio is calculated by dividing a measure of what
one wants—the sound of a Miles Davis number, the losing of body fat, the
impact of the interest rate on capital investment—by a measure of the un-
certainty of the signal such as the variability caused by static interference
on the radio or the random variation from a smallish sample. In diet pill
terms the noise—the uncertainty of the signal, the variability—is the ran-
dom effects, such as the way one person reacts to the pill by contrast with
the way another person does or the way one unit of capital input interacts
with the financial sector compared with some other. In formal hypothesis-
testing terms, the signal—the observed effect—is typically compared to a
“null hypothesis,” an alternative belief. The null hypothesis is a belief
used to test against the data on hand, allowing one to find a difference
from it if there really is one.

In the weight loss example one can choose the null hypothesis to be a
literal zero effect, which is a very common choice of a null. That is, the av-
erage weight loss afforded by each diet pill is being tested against the null
hypothesis, or alternative belief, that the pill in question will not take any
weight at all off Mom. The formula for the signal-to-noise ratio is:

Observed Effect—Hypothesized Null Effect
Variation of Observed Effect

Plugging in the numbers from the example yields for pill Oomph (20 	0)/
10 � 2 and for pill Precision (5 	0)/0.5. � 10. In other words, the signal-
to-noise ratio of pill Oomph is 2 to 1 and of pill Precision 10 to 1. Preci-
sion, we find, gives a much clearer signal—five times clearer.

All right, then, once more: which pill for Mother? Recall: the pills are
identical in every other way, including price and side effects. “Well,” say
our significance-testing, sizeless scientific colleagues, “the pill with the
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highest signal-to-noise ratio is Precision. Precision is what scientists want
and what the people, such as your mother, need. So, of course, choose
Precision.”

But Precision is obviously the wrong choice. Wrong for Mother’s
weight management program and wrong for the many other victims of
the sizeless scientist. The sizeless scientist decides whether something is
important or not—she decides “whether there exists an effect,” as she
puts it—by looking not at the something’s oomph but at how precisely it
is estimated. Diet pill Oomph is potent, she admits. But, after all, it is very
imprecise, promising to shed anything from 10 to 30 pounds. Diet pill
Precision will, by contrast, shed only 4.5 to 5.5 pounds, she concedes,
but, goodness, it is very precise—in Fisher’s terms, very statistically sig-
nificant. From 1925 to 1962, Ronald A. Fisher instructed scientists in
many fields to choose Precision over Oomph every time. Now they do.

Common sense, like Gosset himself, would of course recommend
Oomph. Mom wants to lose weight, not gain precision. Mom cares about
the spread around her waist. She cares little—or not at all—for the spread
around the average of an imaginary, infinitely repeated, random sample.
The minimax solution (to pick one type of loss function) is obvious: in all
states of the world, Oomph dominates Precision. Oomph wins. Choosing
the inferior pill, that is, pill Precision, instead maximizes failure—the fail-
ure to lose up to an additional 25.5 (30 	4.5) pounds. You should have
picked Oomph.

Statistical significance, or sampling precision, says nothing about the
oomph of a variable or model. Yet scientists in economics and medicine
and the other statistical fields are deciding about oomph on the basis of
this one kind of precision. A lottery is a lottery is a lottery, they seem to
be saying. A pile of hay is a pile of hay; a mustard packet is a child.

The attention lavished on the signal-to-noise ratio is difficult to fathom,
even for acoustical purists such as the noted violinist Stefan Hersh. “Even
I get the point about the phoniness of statistical significance,” he said to
Ziliak one day over lunch. It seems to be hard for scientists trained in Fish-
erian methods to see how bizarre the methods in fact are and increasingly
harder the better trained in Fisherian methods they are.

The level of significance, precision so defined, says what? That “one in
a hundred times in samples like this one, if random, the signals will be
confused.” Or “Nine times out of ten, if the problem is a sampling prob-
lem, the data will line up this way relative to the assumed hypothesis with-
out specifying how important the deviations or signal confusions are.”
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Logically speaking, a measurement of sampling precision can’t possibly be
the end of the inquiry. In the sizeless sciences, from economics to medicine,
though, it is. If a result is “precise” in the narrow sense of sampling, then
it is hailed as “significant.”

Rarely do the sizeless scientists speak in Neyman’s sampling terms about
confidence intervals or in Gosset’s non-sampling terms about real “error
bars” (Student 1927). Even more rarely do they speak of the relevant range
of effects in the manner of Leamer’s (1982) “extreme bounds analysis.”
And still more rarely do they attend to all the different kinds of errors,
 errors more dangerous, Gosset insisted, than mere error from sampling—
which is merely the easiest error to know and to control. They focus and
stare fixedly at tests on the single-point percentage of red balls and white
balls drawn hypothetically repeatedly and independently from an urn of
nature. (Fisherians do not literally conduct repeated experiments. The
brewer did.) But the test of “significance” defined this way, a number—a
single point in a distribution—without a scale on which to judge its rele-
vance, says almost nothing. It says nothing at all about what people want
unless they want only insurance against a particular kind of sampling
error—Type I error, the error of undue skepticism—along a scale on which
every red ball or white ball has the same impact on life and judgment.

A century and a half ago Charles Darwin said he had “no Faith in any-
thing short of actual Measurement and the Rule of Three,” by which he
appeared to mean the peak of arithmetical accomplishment in a nine-
teenth-century gentleman, solving for x in “6 is to 3 as 9 is to x.” Some
decades later, in the early 1900s, Karl Pearson shifted the meaning of the
Rule of Three—“take 3� [three standard deviations] as definitely signifi-
cant”—and claimed it for his new journal of significance testing, Bio-
metrika.1 Even Darwin late in life seems to have fallen into the confusion.
Francis Galton (1822–1911), Darwin’s first cousin, mailed Darwin a va-
riety of plants. Darwin had been thinking about point estimates on the
heights of self- and cross-fertilized plants that depart three “probable er-
rors” or more from the assumed hypothesis, a difference in height sig-
nificant at about the 1 percent level.

But the gentlemanly faith in the New Rule of Three was misplaced. A
statistically significant difference at the 1 percent level (an estimate de-
parting three or more standard deviations from what after Fisher we call the
null) may for purposes of botanical or evolutionary significance be of zero
importance (cf. Fisher 1935, 27–41). That is, some cause of natural selec-
tion may have a high probability of replicability in additional samples but



Fig. 1.1. Minimum oomph is what you’re looking for or should. (Adapted from
figure 1 in Erik Thorbecke, “Economic and Statistical Significance: Comments on
‘Size Matters,’” Journal of Socio-Economics 33 [5, 2004]: 573. Copyright © Erik
Thorbecke 2004, with permission from Elsevier Press.)
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be trivial. Yet, on the other hand, a cause may have a low probability of
replicability but be important. This is what we mean when we say that a
test of significance is neither necessary nor sufficient for a finding of im-
portance. In significance testing the substantive question of what matters
and how much has been translated into a 0 to 1.0 probability, regardless
of the nature of the substance, probabilistically measured.

After Fisher, the loss function intuited by Gosset has been mislaid. It
has been mislaid by scientists wandering our academic hallways trans-
fixed in a sizeless stare. That economists have lost it is particularly baf-
fling. Economists would call the missing value of oomph the “reservation
price” of a possible course of action, the opportunity cost at the margin
of individual-level or groupwise decision. Without it our actual measure-
ments—our economic decisions—come up short (fig. 1.1). As W. Edwards
Deming put it, “Statistical ‘significance’ by itself is not a rational basis for
action” (1938, 30).

Yet excellent publishing scientists in the sizeless sciences talk as though
they think otherwise. They talk as though establishing the statistical sig-
nificance of a number in the Fisherian sense is the same thing as establish-
ing the significance of the number in the common sense. Here, for example,
is a sentence from an article in economic science coauthored by a scientist
we regard as among the best of his generation, Gary Becker (b. 1930), a
Nobel laureate of 1992. Becker’s article was published in a leading journal



in 1994: “The absolute t ratio [the signal-to-noise ratio, using Student’s t]
associated with the coefficients of this variable is 5.06 in model (i), 5.54 in
model (ii), and 6.45 in model (iii). . . . These results suggest [because Stu-
dent’s t exceeds 2.0] that decisions about current consumption depend on
future price” (Becker, Grossman, and Murphy 1994, 404; italics supplied).
Notice the rhetoric of depend/not-depend, exist/not-exist, whether/ not,
and significant/insignificant even from such a splendid economic scientist as
Becker. He has confused a measurement of sampling precision—that is, the
size of the t statistics—with a quantitative/behavioral demonstration—that
is, the size of the coefficients. Something is wrong.

“Significance” and Merck

Merck was in 2005 the third-largest drug manufacturer in the United
States. Its painkiller Vioxx was first distributed in the United States in 1999
and by 2003 had been marketed in over eighty countries. At its peak in
2003 Vioxx (also known as Ceoxx) brought in some $2.5 billion. In that
year a seventy-three-year-old woman died suddenly of a heart attack while
taking as directed her prescribed Vioxx pills. Anticipating a lawsuit the sen-
ior scientists and company officials at Merck, newspaper accounts have
said, huddled over the statistical significance of the original clinical trial.

From what an outsider can infer, the report of the clinical trial appears
to have been fudged. Data that made Vioxx look bad were allegedly  simply
omitted from the report. A rheumatologist at the University of Arizona
and lead author of the 2003 Vioxx study, Jeffrey Lisse, admitted later that
not he but Merck “actually wrote the report.” Perhaps there is some ex-
planation of the Vioxx study consistent with a more reputable activity than
data fudging. We don’t know.

“Data fudging and significance testing are not the same,” you will say.
“Most of us do not commit fraud.” True. But listen.

The clinical trial was conducted in 2000, and the findings were pub-
lished three years later in the Annals of Internal Medicine (Lisse et al.
2003). The scientific article reported that “five [note the number, five] pa-
tients taking Vioxx had suffered heart attacks during the trial, compared
with one [note the number, one] taking naproxen [the generic drug, such
as Aleve, given to a control group], a difference that did not reach statis-
tical significance.”2 The signal-to-noise ratio did not rise to 1.96, the 5
percent level of significance that the Annals of Internal Medicine uses as
a strict line of demarcation, discriminating the “significant” from the in-
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significant, the scientific from the nonscientific, in Fisher’s and today’s con-
ventional way of thinking.

Therefore, Merck claimed, given the lack of statistical significance at
the 5 percent level, there was no difference in the effects of the two pills.
No difference in oomph on the human heart, they said, despite a Vioxx
disadvantage of about 5 to 1. Then the alleged fraud: the published arti-
cle neglected to mention that in the same clinical trial three additional
takers of Vioxx, including the seventy-three-year-old woman whose sur-
vivors brought the problem to public attention, suffered heart attacks.
Eight, in fact, suffered or died in the clinical trial, not five. It appears that
the scientists, or the Merck employees who wrote the report, simply
dropped the three observations.

Why? Why did they drop the three? We do not know for sure. The
courts are deciding. But an outsider could be forgiven for inferring that
they dropped the three observations in order to get an amount of statis-
tical significance low enough to claim—illogically, but this is the usual
procedure—a zero effect. That’s the pseudo-qualitative problem created
by the backward logic of Fisher’s method. Statistical significance, as the
authors of the Vioxx study were well aware, is used as an on-off switch
for establishing scientific credibility. No significance, no risk to the heart.
That appears to have been their logic.

Fisher would not have approved of data fudging. But it was he who de-
veloped and legislated the on-off switch that the Vioxx scientists and the
Annals (and, to repeat, many courts themselves) mechanically indulged.
In this case, as in many others, the reasoning is that if you can keep your
sample small enough—by dropping parts of it, for example, especially, as
in this apparently fraudulent case, the unfavorable results—you can claim
insignificance and continue marketing. In the published article on Vioxx
you can see that the authors believed they were testing, with that magic for-
mula, whether an effect existed. “The Fisher exact test,” they wrote in typ-
ical sizeless scientific fashion, and in apparent ignorance of the scientific
values of Gosset, “was used to compare incidence of confirmed perfora-
tions, ulcers, bleeding, thrombotic events, and cardiovascular events. . . .
All statistical tests . . . were performed at an � level of 0.05” (Lisse et al.
2003, 541).

If the Merck scientists could get the number of heart attacks down to
five, you see, they could claim to other sizeless scientists that the harmful
effect wasn’t there, didn’t exist, had no oomph, was in fact zero. The dam-
age was actually naproxen takers one victim, Vioxx takers eight victims,
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not five. Other things equal, the relative toll of Vioxx to naproxen was 8
to 1, leaning strongly against Vioxx. And with the sample size the scien-
tists had the true eight heart attacks were in fact statistically significant
even by the 5 percent Fisher criterion—good enough, that is, by their own
standard of sampling precision, to be counted as a scientific “finding” in
the Annals. But Merck didn’t want to find that its Vioxx was dangerous.
So it pretended that the deaths were insignificant.

In a scientific culture depending on a crude version of precision and the
sizeless stare, “significance” was, sociologically speaking, Merck’s prob-
lem. Merck wanted the unfavorable results to be statistically insignificantly
different from a zero effect so that it could claim no effect. It misunder-
stood the significance of significance. That was not, of course, the sin itself.
Dropping the three observations was the sin, if in truth it happened. But,
as Roman Catholic theologians put it, the occasion for sin appears to have
been the Fisherian rhetoric of 5 percent significance.

At five or eight in the “failure” class the sample size, you might say,
must have been too small to make the judgment: with such small num-
bers one cannot tell what is important. But that’s not right, since what
matters is the total sample size, not the rare heart attacks, a sample size
that was anyway large enough to satisfy the editors of the journal. And
anyway, small samples can show important effects. World War I hap-
pened only once (N � 1), yet it was significant. You were born only once
(N � 1), yet you have loved and lost. One California man (insignificant
at the .05 level) threw a woman’s dog into oncoming traffic (N � 1), and
the state responded by toughening “road rage” laws. Gosset himself in-
vented Student’s t with a sample of bulk barley of size N � 2 (Student
1908a, 23). A small sample, we repeat, is rarely the big scientific prob-
lem. Interpretation is.

Gosset would have rejected the interpretation of the Vioxx scientists
and their “insignificant” 5-to-1 ratio of heart attacks. Statistical signifi-
cance or its lack at an arbitrarily high or low level is not the issue, Gosset
always said. The 5 percent philosophy invented by Fisher and enforced by
the Annals of Internal Medicine, Gosset would say, was part of the prob-
lem, not the solution. “What the odds should be,” Gosset wrote in 1904,
“depends: (1) On the degree of accuracy which the nature of the experi-
ment allows, and (2) On the importance of the issues at stake.”3 Merck
wanted “importance of the issues at stake” to mean “odds of an absolute
criterion, p � 0.05, regardless of the importance of the loss or gain from
the drug.” Therefore Merck said that “there were too few end points to
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allow . . . authoritative conclusions about the relative effects . . . on car-
diovascular events” (Lisse et al. 2003, 545).

Widows and widowers and sound-thinking scientists are on Gosset’s
side. But internally at Merck it was tough for scientists to be. It appears
from newspaper accounts that a Dr. Edward Scolnick, a top research
 scientist at Merck from 1985 to 2002, was silenced internally for saying
in a company e-mail that the “benefits and risks” of Vioxx have not been
“fairly” considered, that statistical significance was being treated in an
un-Gossetian way.

Merck took Vioxx off the market. But it is in trouble and faces many
trials in a nonstatistical sense of the word (more than 4,200 suits had been
filed as of August 20, 2005). The lawsuits over Vioxx are going to force
Merck’s lawyers, alas, to defend the Fisherian misuse of statistical signifi-
cance. If an attorney on the anti-Merck side can grasp the argument we
are making here and persuade a judge or jury that sizeless science is non-
science, she will make herself and her clients very rich and make new and
better law and encourage new and better science.

The Whale of Significance

Our colleagues in the sizeless sciences get very upset by our Vioxx story.
But they don’t offer persuasive reasons for 5 percent science. Unreason-
ing anger is a quite common reaction to challenges to the Fisherian or-
thodoxy. We implore our colleagues not to use their anger to dodge the
main point. Tell us, please, what the arguments for Fisherian procedures
are. Don’t merely get angry at our style or our presumption or our appeals
to a beer brewer. Tell us where we go wrong.

Another story. The Japanese government in June 2005 increased the
limit on the number of whales that may be annually killed in Antarctica—
from around 440 annually to over 1,000 annually. Deputy Commissioner
Akira Nakamae explained why: “We will implement JARPA-2 [the plan for
the higher killing] according to the schedule, because the sample size is
 determined in order to get statistically significant results” (Black 2005).
The Japanese hunt the whales, they claim, in order to collect scientific data
on them. That and whale steaks. The commissioner is right: increasing
 sample size, other things equal, does increase the statistical significance of
the result.4 It is, after all, a mathematical fact that statistical significance in-
creases, other things equal, as sample size increases. Thus the theoretical
standard error of JARPA-2, s���(440 � 560) [given for example the simple
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mean formula], yields more sampling precision than the standard error of
JARPA-1, s���(440). In fact, it raises the significance level to Fisher’s 5 per-
cent cutoff. So the Japanese government has a found a formula for killing
more whales, annually some 560 additional victims, under the cover of
getting the conventional level of Fisherian statistical significance for their
“scientific” studies.

Around the same time that significance testing was sinking deeply into
the life and human sciences, Jean-Paul Sartre noted a personality type.
“There are people who are attracted by the durability of a stone. They
wish to be massive and impenetrable; they wish not to change.” “Where,
indeed,” Sartre asked, “would change take them? . . . What frightens them
is not the content of truth, of which they have no conception, but the form
itself of truth, that thing of indefinite approximation”(1948, 18). Sartre
could have been talking about the psychological makeup of the most rigid
of the significance testers.5

Significance unfortunately is a useful means toward personal ends in
the advance of science—status and widely distributed publications, a big
laboratory, a staff of research assistants, a reduction in teaching load, a
better salary, the finer wines of Bordeaux. Precision, knowledge, and con-
trol. In a narrow and cynical sense statistical significance is the way to
achieve these. Design experiment. Then calculate statistical significance.
Publish articles showing “significant” results. Enjoy promotion.

But it is not science, and it will not last.
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2

The Sizeless Stare of 
Statistical Significance

We hear with horror of the loss of 400 men on board the Birken-
head by carelessness at sea; but what should we feel, if we were told
that 1,100 men are annually doomed to death in our Army at home
by causes which might be prevented?

florence nightingale 1858, 249

Do we exaggerate? Sadly, no. Consider the journals of the sizeless sciences.

Signifying Little

The very word significance, emphasizing its statistical meaning, is often
used prominently in an advertisement, especially for pharmaceuticals.
Xanax is a product of the Upjohn Company designed to alleviate clinical
anxiety. In May 1983 Upjohn ran a two-page spread for Xanax in the Jour-
nal of Clinical Psychiatry typical of the way significance has been used for
decades. The science justifying the pill is summarized prominently.

In double-blind, placebo-controlled clinical trials in 976 patients with
moderate to severe clinical anxiety, therapy with Xanax was compared to
diazepam (Valium). Patients treated with Xanax had a significantly lower
incidence of drowsiness when compared directly to diazepam therapy
(Valium) in a 976-patient, placebo-controlled, multi-center study. . . . Spe-
cial analysis of 692 anxious patients with a significant depressed mood
item score showed that treatment with Xanax was significantly better than
placebo in decreasing depressed mood score. (Journal of Clinical Psychi-
atry 44 [7, July 1983]: 255–56; first italics in original; others supplied)
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This, of course, is advertising. But did the original scientific article back
up the advertising with scientific magnitudes? No. The scientific article,
published in 1981, gave no indication of the amount of depression re-
duction, however it might be defined. The author’s only standard of “bet-
ter” was statistical significance (Cohn 1981, 349–50). In both the scien-
tific article and the advertisement no evidence is put forward on how
much drowsiness was avoided—measured by, say, hours of sleep reduc-
tion. Nothing.

But surely this is bad science. No, probably it is not, not by the stan-
dards internal to the sizeless sciences. The Journal of Clinical Psychiatry
does not publish bad science—or so, at least in humility, a reader from the
outside, looking at conventional journal rankings, must suppose. But she
can still see how much these otherwise good scientists depend on “sig-
nificance.” You can, for example.

Consider this piece of science from a leading journal of economics.
Skip over the economic jargon and note instead the significance rhetoric.

The coefficient is significant at the 99 percent confidence level. Neither
the current money shock nor all 12 coefficients as a group are signifi-
cantly different from zero. The coefficient on c is negative and sig-
nificant and the distributed lag on c is significant as well. In column (2)
we report a regression which omits the insignificant lags on money
shocks. The c distributed lag is now significant at the 1 percent confi-
dence level. . . . We interpret these results as indicating that the primary
factor determining cyclical variations in the probability of leaving un-
employment is probably heterogeneity. . . . [However,] money shocks
have no significant impact. (American Economic Review, September
1985, 630; italics supplied)

Money is complicated, and these fellows are experts in its complexity. But
forget about money, unemployment, and “heterogeneity,” whatever that
may mean. Concentrate on what you can spot even as an outsider to eco-
nomic science, namely, the rhetoric of Whether and How Much. Note the
phrases “significantly different from zero” and “now significant at the 1
percent confidence level” and five other instances of significance talk. Ask:
do the authors exhibit evidence of the sizes of the alleged effects between
money supply and unemployment (however those might be defined) or of
risk of loss in jobs or inflation (however those might be measured)? Do
they ask How Much? No.

Do they instead report the claimed presence or absence of noise—a

34 � The Cult of Statistical Significance



mere “significance test”? Yes. Have they translated substantive oomph
into a probability space in which they claim they do not need to think
about how big is big? Yes. “Money shocks have no significant impact,”
by which they mean “insignificant at the 1 percent level assuming that the
only source of error is sampling error along a sizeless scale.” They act as
if size doesn’t matter.

We do not mean to suggest that the authors actually do not care about
the economic magnitudes they are talking about. As good scientists they
certainly do, somewhere buried deep. But their arguments for this or that
number or “impact,” we are saying, are based on the irrelevant criterion
of sampling precision. 

Commonly the sizeless scientists in economics do not even report the
impact found, only the existence of an impact. People who really want to
know about the economy, and want to do something with the knowledge,
will ask questions such as, “If the Federal Reserve Bank decreases the
money supply by X percent, how much will society have to pay in the
form of higher unemployment”? Existence is not the issue. Number of
jobs is the issue or the rate of price inflation or both. The authors here, as
even an outsider to economics can see, do not ask the How Much ques-
tion, at any rate so far as their statistical proofs are concerned. They gaze
at the economy with a sizeless stare.

Consider this extract from a 1970 issue of the New England Journal
of Medicine, another early statistical article on clinical depression. Look,
in other words, for the occurrence of precision versus oomph.

Figure 1 shows that on the seventh day, about 56 hours after the first
dose of [tri-iodothyronine] (fifth day), these patients were significantly
more improved than those given [the placebo] (p � 0.01, Student’s t test).
The differences reached the level of statistical significance, by and large,
from the seventh to the sixteenth day and persisted until the final days
of the study. . . . The statistically reliable benefit that [tri-iodothyronine]
patients showed after 56 hours’ therapy is compatible. (New England
Journal of Medicine 282 [19, May 7, 1970]: 1064–66; italics supplied)

Clinical depression, like money and unemployment, is a complicated sub-
ject. But you don’t have to be a statistical psychiatrist or psychopharma-
cologist to understand that the scientists here are under the spell of sta-
tistical significance. “The differences reached the level of statistical
significance, by and large,” they say. All sampling precision, no substan-
tive oomph. Unlike the authors of the money and unemployment article,
though, the authors of the depression article do at least refer to something
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called a “small dose” of tri-iodothyronine. That’s a step toward the meas-
urement and interpretation of a size that matters. A small step.

Consider this extract, again in psychiatry, and again concerning the
anxiety-reducing Xanax drug.

The side effect reported by the greatest number of patients (394), drowsi-
ness, appeared significantly more frequently in the [Valium] group than
in the [Xanax] group (p � .05). None of the other side effects reported
were significantly different for the three groups. (Journal of Clinical Psy-
chiatry, September 1981, 349–50.)

“Significantly more frequently,” they report in sizeless style. Equivocation
about the meaning of the very word significant is a sign that the authors
have no idea of actual magnitudes. Untutored common sense should say,
quite properly, “Why does that matter? What are the actual hours of sleep
induced?” Valium users want to know.

Or again, in epidemiological science, as late as 2003:

Model reduction was terminated when all variables in the model were
significant at p � 0.05. . . . Of the variables evaluated in the bivariable
models for association with the odds of a pig being seropositive [i.e., in-
fected with salmonella], . . . [these] were found significant at p � 0.25.
After the stepwise reduction, only one [variable], CATGROWTH, was
significant at the 5% level. . . . There was no significant (p � 0.35) dif-
ference in the risk of seropositivity [of salmonella] between the pigs that
were fed non-pelleted dry and wet rations. (Epidemiology and Infection
131 [2003]: 601–2)

The risk of death from salmonella poisoning can be high, as this study of
Greek swineherds may or may not show. But you aren’t being told. Vari-
ables were cut off at the 5 percent level. And of the survivors the authors
do not report the oomph of competing risks. One is moved to haiku.

A variable
was murdered at 5 percent:
justice not pursued.

Or take a case in medical science. Find the scientific error.

Student’s t test was used to calculate the statistical significance of differ-
ences in the mean concentrations of amino acids between the two groups
of phenylketonuric patients and the group of normal subjects. The con-
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centrations of most amino acids in the plasma of the untreated, mentally
defective patients with phenylketonuria were significantly lower (p �
0.01) than those in the normal [intelligence] subjects. (New England
Journal of Medicine 282 [14, April 2, 1970]: 764; italics supplied)

Poor, neglected Student. Statistical significance will never by itself prove
anything about how much the difference is between mentally “normal”
and mentally “defective” patients. That is a matter of how much one
cares about the ability to rotate objects in one’s mind or to count back-
ward from ninety-seven by fives. Intelligence is a matter of How Much,
What Kind, and For What Purpose. It is not about a sizeless existence.

Existence talk is rife in studies of education. Critical thinking is a priority
of good teachers in a democracy, of course. But how much critical think-
ing and of what kind? Forty teachers of secondary students in Long Island,
New York, were randomly surveyed. In the survey they were questioned
about their personal “CT-beliefs” (critical-thinking beliefs) and practices.
The study was published in 2005 in a high-profile journal of education.
Here is how the authors of the study present the statistical evidence.

Selection of prompts and advantage-characteristic items for use in sub-
sequent studies was made according to the following criteria: (a) prompts
yielding a statistically significant main effect in multivariate analysis of
group membership, (b) items with a strong association to the main effect
(i.e., statistically significant univariate F values), . . . and (d) distribution
across the five secondary subjects (English, languages other than English,
mathematics, science, and social studies). . . . Twelve prompts were re-
tained that discriminated between groups at the conservative alpha level
of .0025. . . . On high CT-prompts for high-advantage learners, the dif-
ference between CT-inclined teachers . . . and CT-adverse teachers . . .
was statistically significant. (Educational and Psychological Measure-
ment 65 [2005 (1)]: 159–60)

This is not the critical thinking of, let’s say, John Dewey or Paulo Freire.
The intentions were good. The authors thought to compare critical-think-
ing-inclined teachers with other kinds of teachers. But the authors work
near the bottom of Bloom’s Taxonomy of educational achievement, re-
peating words and figures they significantly misunderstand.

Spot the oomph, if it’s there, in forensic science, in a report of 2003.

[We aim to] assess significant bivariable associations of the indepen-
dent measures and increased condom use for respondents. . . . Vari-
ables were . . . retained if they were statistically (p � .05) or marginally
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(.10 � p � .05) significant. . . . Table 1 shows that increased condom use
with a steady partner was significantly associated (p � .05) with drug using
status, intervention condition received, age at first use of the male condom,
and prior use of the male condom as a means of birth control. . . . Increased
condom use with casual paying partner(s) was significantly (p � .05) as-
sociated with crack cocaine use intensity. (Journal of Drug Issues 33 [2003
(1)]: 10–11 [lead article]; italics supplied)

The authors make a claim that is usual in the sizeless sciences. The inves-
tigator, they say, should “retain” variables—that is, use them as inputs
for further statistical calculation, “if they [are] statistically (p � .05) or
marginally (.10 � p � .05) significant.” No oomph. They learned to think
this way from a student of a student of a student of a faulty old book by
Ronald A. Fisher. Edgeworth, Gosset, Borel, and a long line of other sen-
sible users of statistics, by contrast, do not think Fisher’s routine is so-
cially useful or minimally logical.

Again, in animal science:

The object of these experiments was to study the effects of a tranquilizer
on the inducement of ewes to accept orphan lambs by relieving the ner-
vous stress brought about by such transfers. . . . [The “orphans” were
healthy lambs separated at birth by the research workers from their bio-
logical mothers.] The hypothesis for calculation of the [“Fisher”] exact
probability was based upon the assumption that if there were no treat-
ment effect, injected ewes would react similarly to control ewes. Five of
six injected ewes accepted and raised their orphan lambs to a weaning
weight of 19.14 kg (p � 0.05). One lamb was allowed to nurse follow-
ing injection but was observed to be dead at 08.00 hours the following
day. One control ewe accepted her orphan lamb after transfer and raised
it until weaning. The other five lambs [assigned to nontranquilized foster
mothers] were rejected, and three of these died at 24 hrs after transfer
and two died about 48 hrs after transfer. Death presumably was caused
by injury imposed by butting of ewe and/or lack of milk for lamb. . . .
When data of experiments 1 and 2 were combined, the effect of 2 ml of
perphenazine was highly significant (p � 0.01). (Animal Behaviour 19
[1971 (1)]: 75–79)

The scientists knew in advance, of course, that the untreated mothers—
the ewes that were not given the tranquilizer—would either kill outright
or neglect to nurse the orphaned lambs. Prior to the experiment the
“highly significant” effect was already known to any shepherd. But the
ceremony of statistical significance needed to be performed and the tor-
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turing of lambs carried out, to assure the scientists of their scientific stand-
ing. Traveling down the narrow road to the south of science, haiku pour
out of us:

Here’s a Scientist
who hangs the world on a t—
of Significance.

One would think that in the scientific study of business the focus
would be on the bottom line, not on an absolute standard of statistical sig-
nificance. But here is a representative extract from a leading journal of
management science.

Our first hypothesis suggested that visionary leadership was related to
higher levels of internal and external cooperation. We used two measures
to represent internal and external cooperation, quality philosophy and
supplier cooperation. Top management team involvement, our measure
of visionary leadership, was significantly related to both quality philos-
ophy (t � 10.80, p � .001) and supplier involvement (t � 7.59, p �
.001). Therefore, Hypothesis 1 is supported. (Decision Sciences 35 [3,
summer 2004]: 407; italics supplied)

“Quality philosophy” is the tip-off. Ironically, the authors were trying
to “test” the business philosophy of the great statistician W. Edwards
Deming, a founding father of quality control, a postwar hero of Japa -
nese economic growth, and a learned and vehement opponent of Fisher-
ian significance testing.1 Hypothesis 1 (H) is not “supported” by the ob-
servations (O). By Deming’s standards the hypothesis wasn’t even tested.
You are not told how big the effects of “visionary leadership” are. And
the fallacy of the transposed conditional runs rampant here as it does in 
all the cases we’ve mentioned. The Fisher test “If H, then O” is mysteri-
ously transformed (the authors never say how) into “If O, then H.” The
experts in business management think, in other words, that the proba-
bility of making a profit, given that you are a visionary leader, is the same
as the probability of being a visionary leader, given that you made a
profit. Something again is wrong, a broken link in the chain of inference.
Deming knew. From the late 1930s on, his philosophy of business argued
that Fisher’s “tests”—which the authors of the article in Decision Sci-
ences reproduce in orthodox fashion—entail substantively insignificant
profit. If you follow Fisher:
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You’re the business firm
that fits the world to a t—
Insignificant.

You gaze at your clubs
And wish for a hole in one,
Forgetting the ball.

Finally, look at a study from 2003 on the social psychology of recre-
ational drugs. You can see immediately that the study is oomphless. Count
the instances of oomphless claims.

When examined in bivariable analyses, 15 of the 16 temptations-to-use
drugs items were found to be associated [i.e., statistically significantly
related] with actual drug use. These were: while with friends at a party
(p � .001), while talking and relaxing (p � .001), while with a partner
or close friend who is using drugs (p � .001), while hanging around the
neighborhood (p � .001), when happy and celebrating (p � .001), when
seeing someone using and enjoying drugs (p � .05), when waking up
and facing a tough day (p � .001), when extremely anxious and stressed
(p � .001), when bored (p � .001), when frustrated because things are
not going one’s way (p � .001), when there are arguments in one’s fam-
ily (p � .05), when in a place where everyone is using drugs (p � .001),
when one lets down concerns about one’s health (p � .05), when really
missing the drug habit and everything that goes with it (p � .010), and
while experiencing withdrawal symptoms (p � .01). . . . The only item
that was not associated with the amount of drugs women used was
“when one realized that stopping drugs was extremely difficult.” (Jour-
nal of Drug Issues 33 ([2003 (1)]: 171–72)

We count sixteen instances of precision-only considerations in this one
paragraph—and zero instances of oomph. Its oomph-to-precision ratio is
zero percent. The authors believe they are doing serious scientific research,
and we suppose that in many ways they are, though we find it strange that
they used “bivariable” instead of multiple regression techniques. But their
research was funded by a grant from the Centers for Disease Control, with
implications for the war on drugs, and surely that certifies their science as
serious. Yet their use of statistical significance is clinical. The whole of their
world is significant (p � .05). They are in the grips of their own addiction
to recreational statistics.

Our examples are not a biased selection of the worst. You can test this
by taking down the journals yourself in fields such as quantitative eco-
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nomics, general medicine, epidemiology, psychiatry, pharmacology, man-
agement science, animal science, education, law, and social psychology
and looking for the place—we call it the “crescendo” of the article—at
which statistical significance is said to imply the result. Judging by the
prestige of the journals and the seriousness of the articles in other ways,
the articles we mention here attain the average standard for the leading
contributors to the science.

In other words:

(1) The average article in the leading journals of the statistical sciences
claims that size doesn’t matter;

(2) To put it another way, the average statistical proposition fails to pro-
vide the oomph-relevant quantitative information on the phenomena
it claims to study;

(3) The average statistical article in the leading journals of science com-
mits the fallacy of the transposed conditional, equating “the prob-
ability of the data, given the hypothesis” with “the probability of the
hypothesis, given the data”;

(4) To put it another way, false hypotheses are being accepted and true
hypotheses are being rejected.

We find the results strange. The part of civilization claiming to set em-
pirical standards for science and policy has decided to use illogical in-
struments and irrelevant empirical standards for science and policy. The
quantitative sciences have become pseudo-qualitative and highly illogical
at their very center. In journals such as the New England Journal of Med-
icine, Journal of Clinical Psychiatry, Annals of Internal Medicine, Animal
Behaviour, Educational and Psychological Measurement, Epidemiology
and Infection, Decision Sciences, and American Economic Review the
oomph, the size of effects, the actual testing of hypotheses, the risks and
kinds and sizes of loss, the personal and social meanings of relationships
do not seem to matter much to the scientists. An arbitrary level of statis-
tical significance is the only standard in force—regardless of size, of loss,
of cost, of ethics, of scientific persuasiveness. That is, regardless of oomph.
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3

What the Sizeless Scientists 
Say in Defense

[It] is principally by the aid of [significance testing] that these stud-
ies may be raised to the rank of sciences.

r. a. fisher 1925a, 2

You will be uneasy. You will say again, “How can this be?” Statisticians
and statistical scientists sometimes think they disagree with our strictures
on null-hypothesis significance testing (Hoover and Siegler 2008; Mc-
Closkey and Ziliak 2008). They are made unhappy by our radical asser-
tions. When they do not simply become outraged—which is not uncom-
mon, we said, though seldom accompanied by actual argument—they cast
about for a reply.

Some hope they can trip us up on technical details. They observe, for
example, that both diet pills in our Mom example achieved a signal-to-
noise ratio of at least 2.0. Therefore, they say, both pills are statistically
significant—and so the precision criterion is entirely satisfied. Therefore
the rational scientist will choose the pill Oomph, which dominates the pill
Precision in practical, weight-loss effect. Since the signal-to-noise ratio
meets or exceeds 2.0 for each pill, both pills are, they say, “admissible”
(Savage 1954, 114–16). The objection itself illustrates, by the way, the
lack of interest in oomph. We stipulated that one couldn’t take both pills.
The objectors are not listening to the substance of the science.

But it is anyway irrational, we would reply in technical mode, to make
decisions in this sequential fashion, first precision, then oomph, first step
A, then step B, then step C. And even such an irrational procedure is not
what scientists in the sizeless sciences actually do. They routinely pick the
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pill with the most precision, not the one with the highest oomph after
having established precision. As you can see from the various examples we
have given, from economics to medicine, the users routinely neglect
oomph entirely, assigning to oomph zero weight. They actually never get
to step B or C.

Oomph, a measure of possible or expected loss or gain, is not about
large effects “in some absolute sense” (as some of our colleagues have put
it to us), whatever that might mean. Oomph is about the clinical or eco-
nomic or ecological or pharmacological or scientific-rhetorical meaning of
the deviation from competing hypotheses—the human, substantive mean-
ing of the effect—large or small. Seeing oomph entails, as Gosset and Wald
and Savage and their neglected tradition in statistics require, a loss func-
tion.1 In pharmacology, for example, a scientist concerned with oomph
will seek to determine whether a side effect of some drug is small enough,
other things equal—small enough in harmful effect, having negligible
losses—to keep the drug on the market.2 Size matters all the way down.

Insignificant Does Not Mean Unimportant

“Somehow the numbers are rigged to get the results you want” is another
reply. More technical fixes. No. We can change the numbers in the ex-
ample, leaning harder against Oomph, if you want, and yet come to the
same conclusion: that focusing on Precision alone is mistaken.

Leave the pill Precision at “takes off on average 5 pounds plus or
minus 0.5 pounds,” but change the statistics for the pill Oomph: suppose
it takes off 20 pounds on average but now it is even more uncertain in its
effects. Before it varied by plus or minus 10 pounds. Now suppose it varies
by plus or minus 14 pounds.

The signal-to-noise ratio for pill Precision is still 10 to 1—very precise.
Pill Oomph, however, is now much less precise, only 1.43 to 1. That’s noisy
data by Fisher’s arbitrary Rule of Two. It yields a very imprecisely esti-
mated average for Oomph’s effect, at any rate if your notion of “preci-
sion” is “sampling odds alone.” At 1.43 the signal-to-noise ratio is a good
deal less than 1.96, the t-value most commonly used as a cutoff. Above
the convention of 5 percent significance (which is the same as t 
 1.96), a
signal-to-noise ratio of 1.43 is statistically insignificant. Unworthy of pub-
lication in the leading journals of science.

But, we ask again, which pill for Mother, whose goal in all this is to
lose weight, not to gain a publication? Oomph promises to shed between
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Fig. 3.1. Size matters no matter where you draw the line of precision
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6 and 34 pounds while Precision’s upper bound is 5.5 pounds. Wild
Oomph, despite its lack of precision, is still what Mother wants (fig. 3.1).

The precision-only statistician might say, “Wait a minute. How much
weight does Mother want to lose? If thirty-four pounds of loss would leave
her a skeleton . . .” But again the precision-only statistician is here con-
ceding our case. In asking the how-much question he is valuing sub-
stantive significance—weight-losing ability measured in pounds and
Mom’s well-being—and not a mere “statistical,” that is, “probability-of-
variance-from-sampling,” significance, measured in {0,1} probability. If the
pills could not be regulated by dosage or length of treatment, Precision
might in fact be the best pill for an already trim Mother who would like
to lose only a few pounds for her high school reunion, the better to fit into
a size 4 dress. (To which one of the present authors says, “I hate your
mother!”) The statistician who thinks this way is sensible. His attention is
focused on oomph. How much weight should Mom lose? How much
should I save today to secure tomorrow’s retirement? How much did the
outcome of World War I depend on the invention of the tank? How much
should we penalize crimes against persons if our goal is to reduce crime by
90 percent? How much dark matter is there? These are questions of sub-
stantive, human significance, including the scientists in with the humans.

We Do Not Criticize Mere Amateurs

“Significance testing is difficult to do correctly. You’ve been looking at the
attempts of amateurs or fools.” No, we haven’t and will not. Journal by
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journal, it is true, we have detected an asymmetric U-curve in the Signifi-
cance Mistake. The mistake is most often committed in the less presti-
gious, general interest journals, whatever the field. It becomes lower,
though never zero, in specialized field journals such as Heredity, Radiol-
ogy, Epidemiology, Journal of Labor Economics, and our own Journal of
Economic History. But then it returns to gross overuse, if not quite as
much as in the low-prestige journals, in the leading general interest jour-
nals in economics, medicine, management, psychology, and the rest.

Our friend the late William Kruskal, a past-president of the American
Statistical Association and coeditor of the International Encyclopedia of
Statistics, suggested that we excavate a number of nonpublished articles.
We agree that the exercise would illuminate the darker side of the signifi-
cance-test crisis in science. But for the present it is enough to emphasize
the tens of thousands of gross errors published by excellent scientists in
presumably excellent journals. Our examples come purposely from the
best scientists, not the worst. The journals we have quoted erect high
 hurdles. Economists will wait two or three years to get a rejection from
the American Economic Review. Field by field our estimate is, so to speak,
a lower bound. The crisis is at least as bad as our evidence shows. Aver-
age practice in the less mature or less prestigious regions of the sizeless sci-
ences is sometimes, ironically, better. As Kruskal suggested, what happens
to “insignificance” in the privacy of one’s office is a large, dark matter
needing investigation. But not here: we fixed our lower bound on the error
taken from the very best journals.

Objectivity Is Not at Stake

“Significance testing supplies a standard for scientific consensus. Without
it, science devolves to mere opinion and crankery.” That is the argument
Fisher trained into his disciples, such as Hotelling and Mahalanobis and
George Snedecor, and into all the inheritors of Statistical Methods for Re-
search Workers. Fisher wrote:

The value for which P � .05, or 1 in 20, is 1.96 or nearly 2; it is con-
venient to take this point as a limit in judging whether a deviation is to
be considered significant or not. Deviations exceeding twice the standard
deviation are thus formally regarded as significant. Using this criterion
we should be led to follow up a false indication only once in 22 trials,
even if the statistics were the only guide available. (1925a, 42; italics
supplied)



And again, in Fisher’s “The Arrangement of Field Experiments”:

It is convenient to draw the line at about the level at which we can say:
“Either there is something in the treatment, or a coincidence has occurred
such as does not occur more than once in twenty trials.” . . . If one in
twenty does not seem high enough odds, we may, if we prefer it, draw
the line at one in fifty (the 2 per cent point), or one in a hundred (the 1
per cent point). Personally, the writer prefers to set a low standard of
significance at the 5 per cent point, and ignore entirely all results which
fail to reach this level. A scientific fact should be regarded as experi-
mentally established only if a properly designed experiment rarely fails
to give this level of significance. (1926b, 504; italics supplied)

And again, in The Design of Experiments: “It is usual and convenient for
experimenters to take 5 percent as a standard level of significance, in the
sense that they are prepared to ignore all results which fail to reach this
standard” (Fisher 1935, 13, italics supplied). And again, in Scientific In-
ference and Statistical Methods:

Though recognizable as a psychological condition of reluctance, or re-
sistance to the acceptance of a proposition, the feeling induced by a test
of significance has an objective basis in that the probability statement
on which it is based is a fact communicable to, and verifiable by, other
rational minds. The level of significance in such cases fulfils the condi-
tions of a measure of the rational grounds for the disbelief it engenders.
(Fisher 1956, 43)

Fisher, not the great transcendent, invented the 5 percent philosophy. By
contrast, Gosset’s economic approach to uncertainty prevented him from
being able to stop thinking at .05 for fear he’d lose too much information,
and profits. Fisher alone dictated the 5 percent philosophy, the Rule of
Two. In doing so he turned away from Gosset and sought a mechanical,
uniform, and bureaucratic line of demarcation—an “impenetrable” end, as
Sartre put it, to scientific argument. So the insecure sciences, eager to es-
tablish an “objective basis” for their research “communicable to other
 rational minds,” were pleased and materially rewarded by Fisher’s 1925
transformation of the 5 percent philosophy from one of mere “conve-
nience” into a “formal consideration.” With the low fee he set for them to
rise to the rank of Sciences with a big S—simply by giving institutional as-
sent to a 5 percent philosophy—many sciences, including “consulting psy-
chology,” fancied themselves Scientific and secure.
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Argument, however—not an arbitrary rule—is the heart of science.
Fisher’s procedure appeals to scientists uncomfortable with any sort of
argument, that “indefinite approximation,” as Sartre put it. To avoid de-
bate they seek certitude such as statistical significance. The unhappy result
is that mere opinion and unargued crankery are more likely to rule the
sizeless sciences, not less. At least so it seems from the actual histories.
Our own field of economics, for instance, has become in the age of com-
puter-assisted significance testing less reasonable, not more, and it has
 become more, not less, swept by unexamined opinion. A technique that
was supposed to end arguments has in fact merely concealed the argu-
ments behind a facade of testing that does not test.

The folly of Fisher’s Rule was demonstrated by the late Paul Meehl, a
distinguished clinical psychologist and philosopher of science. Meehl
showed with data taken literally from a telephone book that telephone
numbers are “significantly associated” with psychometric variables. Wil -
liam Kruskal and Morris DeGroot pointed out repeatedly the obvious fact
that “significance” can after all be attained for anything one likes merely
by raising the degrees of freedom, that is, getting larger samples—a point
well illustrated by the Japanese whale killers. So the folly is ancient and
disturbing. Galton himself, in a seemingly serious mood, tested in 1872
the hypothesis that public prayer prolongs human life: he concluded in
the negative, for why else would Queen’s counsels live as long as the
much-prayed-for bishops and generals?3

Behind Every Qualitative Question Is a Loss

Still the devout will seek a rebuttal. “Many times—and more times than
you would think—the scientific problem is of a qualitative kind, and
therefore the scale of oomph is not relevant.” But behind every so-called
qualitative question is a set of quantitative questions, each needing stan-
dards of oomph. The rhetoric of real science depends on oomph. Savage
agrees.4 Sometimes in economics (though more often in psychology, lack-
ing the money nexus) the problem is a qualitative one. And then preci-
sion—a suitable amount of statistical significance, avoiding Type I error—
might be part of the solution, though only a part. “Consider, for
example,” Savage writes, “the decision problem of a person who must
buy, f0, or refuse to buy, f1, a lot of manufactured articles on the basis of
an observation x” (1954, 252). The situation arises commonly in indus-
trial settings, and it is not unknown in science. But even here, Savage
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notes, the decision to accept or reject f0 based on observation O is really
only pseudo-qualitative. Behind every buy/refuse, accept/reject, yes/no,
tax/withhold, prescription/placebo, inject/don’t inject, significant/insig -
nificant qualitative judgment sits a set of quantitative questions of How
Much needing answers. Does the offer f0 minimize the maximum loss?
Or does f1? Consult the bottom line. And the bottom line in pure sciences
is the persuasive oomph in the mind of other scientists.

Oomph, Not Precision, Selects the Best Model

“Significance is necessary to select among models and theories. Other-
wise, how do we know which is best?” We recently had the benefit of
comments on this score by some colleagues in econometrics. The occa-
sion was a session at the January, 2004 meetings of the American Eco-
nomic Association and allied social sciences in San Diego at which we
made our case to a large audience of economists. Graham Elliott and Clive
Granger were typical of the Model-Selection Defense at the session. They
write, “[T]he original motivating experiment differentiating Einstein’s the-
ories from Newton’s was the slight bending of light in an eclipse. . . .
Surely not a significant effect physically for anything the theories were
being used for at the time. . . . It is in this sense that . . . statistically sig-
nificant effects . . . still hold interest. . . . It may well help decide between
competing theories” (2004, 549; italics supplied).

It may, and we are very willing to concede some minor role to even
mindless significance testing in science. But their instance in physics, of
what was supposed to be the large, Einsteinian bending of light around the
sun as against the Newtonian prediction of much less or no bending at all,
is ill chosen for the point. The physicists making the experiment did not
in fact use statistical tests, although they were available at the time and
well within the mathematical capabilities of the physicists involved. The
leader of the 1919 expeditions to photograph the eclipsed sun off the
coasts of West Africa and northern Brazil to see the bending light was
Arthur Eddington, the Cambridge astronomer and popularizer of relativ-
ity. Eddington, it turns out, had been a teacher of the great scientist and
polymath Harold Jeffreys, who was intensely interested in the results of
the expedition. (Arnold Zellner, one of several past-presidents of the
American Statistical Association who participated in the 2004 sympo-
sium, has tried for decades to persuade economists and other scientists to
read Jeffreys. That is partly because Jeffreys believed—against his teacher
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Eddington—that statements of “existence” are for purposes of hypothe-
sis and model testing useless.)5

In the Einstein-Newton debate what mattered was size, not existence.
The photographic evidence was not at first persuasive. It is well known
among historians of science that it took some years before an error caused
by the instrumentation was corrected. Einstein’s theory was at first re-
jected by the evidence. Eddington reasoned in favor of Einstein on geo-
metric, a priori grounds. Jeffreys and his collaborator, Dorothy Wrinch,
responded at the time with an empirically grounded criticism of Edding-
ton’s paper, published in a now famous issue of Nature, considering all the
evidence available.6 Size, instrumentation, design of sample, varied ob-
servations, coherence with other stories, and other sorts of argument are
what decided between the competing theories. No test of statistical sig-
nificance could alone shed light on the hypotheses, and didn’t.

Suppose you were comparing two pieces of silverware, a spoon and a
fork. Suppose you wanted to know how similar the spoon was to the fork.
The procedures we and the numerous other critics in other fields are com-
plaining about are mechanical “tests” on the half inch of pattern on the
handles, say, of each piece. The comparison of models is reduced to the
comparison of fit in the so-called sample on offer in one narrow dimen-
sion at fixed probabilities of a Type I error. Such a comparison may yield
an “insignificant” difference between the spoon and the fork—imagine
they come from the same silverware pattern and so have much the same
figuration on their handles. But a fork on its forked end is for human uses
quite different pragmatically and relative to human uses from a spoon on
its spooned end. You can’t stab meat with a spoon or eat soup with a fork.
Precision usually does not pick the right dimension for comparison.
Oomph in use does.

The Reporting Convention Is Not the Main Point

Elliott and Granger—and the rest of the commentators assembled in San
Diego in 2004—agreed with our main point. Observe: a Nobel laureate
in economics (Granger) agrees with our point, as did Kenneth Arrow, an-
other laureate, on a similar occasion, in Chicago some years earlier. Yet
Elliott and Granger wanted for some reason to characterize our point—
which we repeat is not “ours” but that of Gosset, Savage, Kruskal, and
many others—as “literary” and not “deep.” They seem to believe that if
the actual coefficients measuring the effects are somewhere provided in
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an article then “the economic [or biological or educational] significance
can be determined.” 

Set aside that in many cases, as they admit, the articles do not provide
the data to get beyond a statement that a certain coefficient is or is not
“significant.” Our main point is not this stylistic one. It is that real signifi-
cance itself is something that needs to be argued out in the context of the
scientific or policy issue at stake and cannot be determined on statistical
grounds alone and certainly not (Elliott and Granger would agree) on the
basis of null-hypothesis significance testing alone. Real significance cannot
be “determined” by calculation, though calculation is, of course, involved
in the determination. The calculation is one of many inputs—discussions
of instrumentation, considerations of mathematical beauty, appeals to the
authority of an Einstein or an Eddington—into what has to be a serious sci-
entific judgment of how big is big arrived at in public.

Our point is not about matters of style, literary conventions, or su-
perficialities of presentation. The economic significance cannot “be de-
termined” by better reporting of conventional statistical tests. Elliott and
Granger claim that what would be at issue in cases of bad reporting is the
“statistical comprehension skills” of the reader. No, that is mistaken. It is
the economic comprehension skills of the writer and her scientific com-
munity that matter for economic science, the medical comprehension for
medical science, and so on. That is our main point. We cannot hand sci-
ence over to a table of Student’s t, as Gosset himself did not. Elliott and
Granger join a long line of statisticians, theoretical and applied, who
agree. But they hesitate.

Existence Is Seldom if Ever at Issue

We were surprised that Joel Horowitz, who we know also agrees with
much of what we say, and teaches it, asserts that “there are circumstances
in which the existence of a phenomenon, not its magnitude, is decisive”
(2004, 551). Horowitz, unlike us, was trained as a physicist. But here he
is talking like a mathematician. We ourselves favor the talk of physicists
such as Richard Feynman, whose great “elementary” textbook at Cal
Tech is filled with statements such as some magnitudes “are zero, or can
be neglected in comparison with the variations in the other directions”
(2:7–2, italics supplied) or “[T]he fact that there is an amplitude . . . has
little effect when the two positions have very different energies” (3:9–8,
italics supplied). Or in his lectures on computation that “Predictive cod-
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ing enables us to compress messages to a quite remarkable degree” (1984–
86 [1996], 129).

Horowitz will be able to tell us what Feynman was talking about as far
as the physics is concerned. But what is obvious in Feynman’s talk even to
an outsider is that it is always about magnitudes, never about existence in
the mathematician’s sense. A mathematician trying to prove that a number
is greater than zero doesn’t give a fig whether the number is 10100 or 10	100.
Zero is zero, and anything greater than it is . . . greater than zero. The physi-
cist, however, does care about how big the number is, every time . . . all
right, we concede our lack of expertise in physics and will grant Horowitz
his rare example: nearly every time. Think of the famous moment at which
Feynman tested with a glass of cold water, a clamp, and O-ring material a
hypothesis about the explosion of the space shuttle Challenger. Was a tem-
perature around freezing, Feynman asked and answered with devastating
cogency, low enough to change the behavior of the material used for the  
O-rings—low enough to matter? Yes. The O-ring stiffened then broke. And,
although Feynman’s sample size was merely N � 1, every scientist consid-
ered the case closed.

Horowitz gives a physical example by Cronin and Fitch of mere ex-
istence mattering. But presumably if the effect Cronin and Fitch sought
had turned out to be two orders of magnitude greater than it was in fact,
then the surrounding physics would have been greatly altered. So mag-
nitude mattered even in their case of a very faint effect. And, as Horowitz
himself notes—exhibiting, incidentally, a physicist’s sensitivity to error
bounds—economics is commonly not precise enough for tiny effects to
be relevant anyway, a point made half a century ago by Oskar Morgen-
stern in his On the Accuracy of Economic Observations.

The problem with Horowitz’s existence talk—which, we repeat, we do
not think even he believes is very important in most scientific practice, since
on the whole he agrees with us and raises our point with his students—is
that it suggests there must be a precision-oriented “test” for it free of any
worries about how big is big. But there isn’t. An alternative hypothesis,
somewhere near to or far from the null, ensures it. Horowitz says that “the
difference [found in a study of intergenerational wage transmission] be-
tween [0.2 and 0.4] . . . is interesting and important only if we can be rea-
sonably sure that it is not an artifact of random sampling error” (Horowitz
2004, 552). He is applying against his better judgment an arbitrary crite-
rion of statistical significance—which after all is the main thing both he
and we don’t like. The point is that even if (say) a 95 percent confidence
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interval contains both 0.2 and 0.4 that doesn’t mean there “exists no dif-
ference” between the two numbers or that we are justified in thinking there
is “no difference” in the predictions of the 0.2 theory and the 0.4 theory.
It depends on the loss function every time. To put it another way, it depends
on the significance level one chooses relative to alternative hypotheses, and
even that (as Gosset and Neyman and Pearson stressed) is a scientific and
social decision not to be left to meaningless ritual disguised as a conven-
ience or a merely formal convention.7

If you were required to make from the 1992 wage study some crucial
decision, and had estimated a coefficient of 0.4, though alas, from data
noisy when considered as a random sample, you might have to go ahead
and suppose that 0.4 was the Truth. (In fact the coefficient of 0.4 in ques-
tion, from Gary Solon’s exemplary 1992 study of intergenerational in-
come mobility, passed conventional tests of statistical significance and
seems, moreover, to be the product of a Pareto improved model for ex-
tracting income parameters.)

We agree instead with the point made at the session by Edward Leamer
(2004) that science needs tests of persuasiveness or usefulness, both of
which could be called in official philosophical language “pragmatism.”
“Models are neither true nor false,” Leamer, a pioneering econometrician,
writes. “They are sometimes useful and sometimes misleading. The goal
of an empirical economist,” he continues, “should not be to determine
the truthfulness of a model but rather the domain of its usefulness. . . .
Does the parable of the Invisible Hand persuade?” he asks rhetorically.
“How does that compare with the parable of the t-value? I think the first
is compelling but the second is utterly fanciful and completely unpersua-
sive”8 Yes.

And Leamer is also right when he points out that tests of significance
persist precisely because, though precise, they do not in fact settle much
in the matter of usefulness. Consider the enormous number of tests of sig-
nificance performed each year on both sides of every issue in economics.
Our mailboxes are overflowing with fat articles on the “significance” of
strategic tariffs and the “insignificance” of welfare subsidies. Would it
surprise anyone to assert that the tests were annually, let us say, on the
order of one hundred thousand, a mere one thousand economists per-
forming a hundred tests each? But some economists we know perform
more than a hundred tests before lunch. Worldwide a better guess is—
and here we include economists employed in a variety of business, gov-
ernment, and university occupations—ten million. Ten million tests of sig-
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nificance, in economics, annually. If the ten million tests were in fact as
conclusive as their own rhetoric requires, whether accepting or rejecting,
then nearly every issue in economics would long since have been settled.
By now there would therefore be far fewer tests per year, not, as is the
case, more and more.

In any event we are confident that both Leamer and Horowitz would
agree with us that when one wants to compare a spoon and a fork it
would be wise to develop other ways of comparing them than statistical
tests on the design of the handles, over and over and over again, ten mil-
lion times.

Journal Space Is Not the Problem

“There’s simply no room on the published page for interpretation of sub-
stantive significance. The job of the author is to show the ‘significant’ facts
and let the reader decide the rest.” But if in a study of salmonella in Greek
swineherds or of price inflation and the federal funds rate or of Valium
and clinical depression you have chosen to isolate variables and models on
the basis of their statistical and not their substantive significance, the
reader is not equipped to judge. Inability to judge is rigged by a conceal-
ing of the objects of interest.

And the reader is not in any case equipped for judgment by the statis-
tics provided. Every year many thousands of published articles, we have
noted, do not supply the units of measurement or the table of descriptive
statistics necessary for the computation and interpretation of effect size,
“statistically significant” or not. Journal space is scarce, to be sure. But al-
locating table and paragraph after table and paragraph to statistical sig-
nificance, with no context of the units or the means involved, is not effi-
cient. Savage saw the fundamental problem in 1954: “Though modern
objectivistic statisticians may recognize the existence of differences of
judgment, they argue in theoretical discussions that statistics must be pur-
sued without reference to the existence of those differences, indeed with-
out reference to judgment at all” (1954, 156).

How Scientists Solve the Problem of Sorites

“But I don’t know what the magnitudes you keep talking about should be.
How can I judge the line between large and small? Statistical significance
gives me a way to decide that doesn’t involve judgment.” Such a reply is

What the Sizeless Scientists Say in Defense � 53



grievously misled. Yet it is the most common reply, even among our cost-
conscious and numbers-rich colleagues in economics.

A judgment must be made somewhere. If you rely on statistical sig-
nificance you are making a judgment without judging. The procedure
merely hides the judgment, even from yourself. You might as well use a
table of random numbers or a late-night phone call to a foreign-language
psychic network to make your scientific decisions.

Real scientists draw a line between large and small. In science one al-
ways faces the ancient problem of sorites (sore-it-eez), a Greek word
meaning “heaped up.”9 What is the maximum height of a “short” person?
What is the maximum amount of hair on a “bald” man’s head? What is
the smallest half of a “half” cookie? How long is a “long” life? Max
Black, a well-known American philosopher, wrote, “A man whose height
is four feet is short; adding one tenth of an inch to a short man’s height
leaves him short; therefore, a man whose height is four feet and one tenth
of an inch is short” (1970, 1). By repeatedly “heaping on” additional
tenths of an inch you reach the paradox. Thus a man whose height is four
feet and two tenths of an inch is short and so forth. Heaping repeatedly
you eventually ask, “Where can I draw the line? At what point does a
man stop being short and start being something else, such as medium or
tall? And what does it matter?”

Scientists make a judgment about a threshold and get on with it. They
are not afraid to establish thresholds of oomph and then get on with the
task of estimating and interpreting the mattering question. So to the im-
mediate question “What height makes for a tall statistician?” a prelimi-
nary oomphful response is: “William Kruskal was short. When a statisti-
cian attains the height of Stephen Stigler, then he is definitely tall.” But the
answer you give to the argument from sorites depends of course on the
special purposes of your investigation. “Short” or “tall” for what pur-
pose? For purposes of sitting comfortably in a standard library chair? For
purposes of taking dishes down from the top shelf of a standard Ameri-
can cupboard? For purposes of marital matching with Dutch people in
2007? For purposes of comparing the heights of Mesoamericans before
and after the introduction of a corn-based diet?

It is the kind of question the immunologist and Nobel laureate Peter
Medawar had to answer when he examined how much transplanted tis-
sue the human body could tolerate without producing prohibitively bad
side effects—a quantitative standard. It is the kind of question the econ-
omist A. B. Atkinson had to answer when he examined the minimum stan-
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dard of living the average person would need to actively participate in
civil society—a quantitative standard. Fisher’s claim that there is some ex-
trascientific way of deciding oomph in the probability numbers them-
selves, without regard to human purposes, is mistaken.

So Bright under the Lamppost

“I’m just trying to see if there’s anything to the theory. Later on I’ll test its
economic significance.” But a t-test can’t do the first step. And “later,” we
repeat, usually never comes. A man walking at night comes upon a friend,
drunk, crawling around under a lamppost. “I’m looking for my keys,” says
the drunk. “Oh, all right, let me help you,” says the friend, and asks, “You
lost them here under the lamppost, yes?” “No,” replies the drunk, “I lost
them out there, in the dark. . . but the light is so much brighter under the
lamppost.” The sizeless scientists construe every question of real signifi-
cance as being a question of Type I error concerning a random sample be-
cause the light of the standard error is so wonderfully bright. The scientific
objects therefore lie there still, undetected, in the dark.

To which at last the sizeless scientist exclaims in anguish: “Precisely!
The dark is so very dark. What are we to do if not calculations of statis-
tical significance?” We reply: you are to do real science. Real science, un-
like significance-testing science, is difficult. If it were not, it would not be
real science, but instead it would be already established routine. Real sci-
ence asks you to make real scientific judgments and real scientific argu-
ments within a community of other scientists. It asks you to be quantita-
tively persuasive, not to be irrelevantly mechanical. Life is hard.

But we understand your generous impulse to doubt that Ziliak and Mc-
Closkey can be justified in their indignation about the meaninglessness of
statistical “significance.” Even though you acknowledge the badness of
its practice, and can’t see what is wrong with our numerous arguments,
you are still uneasy.

Adam Smith, who was much more than an economist, noted in 1759
that hatred, resentment, and indignation against bad behavior serve, of
course, a social purpose, for “the utility of those passions . . . to the pub-
lic, as the guardians of justice, [is] . . . considerable” (35). “Yet there is still
something disagreeable in the passions themselves, which makes the ap-
pearance of them in other men the natural object of our aversion.” He
explained that the impression on the impartial spectator of the indignation
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is present and vivid, but the impression of the social gain from the curtail-
ing of the bad behavior is remote and feeble. “What our sympathy for the
person who feels [the indignation against statistical significance] would
prompt us to wish for, our fellow feeling with the other [namely, the size-
less scientist] would lead us to fear. As they are both men, we are con-
cerned for both” (34). Since “it is the immediate and not the remote effects
of objects which render them agreeable or disagreeable to the imagina-
tion,” you feel sympathy for the probably very nice, if not harmless, Size-
less Scientist (35).

Wise and just Adam Smith. We honor your sympathy for the subjects
of our indignation. Nevertheless we want you to adopt the indignation.
We realize it is emotionally difficult. But for your own good we urge you
to try. Try to bring to your imagination the not so remote badness of size-
less science and the social gain from curtailing it.
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4

Better Practice:
�-Importance vs. �-“Significance”

We have the right to believe at our own risk any hypothesis that is
live enough to tempt our will.

william james 1896, 107

I have no Faith in anything short of actual Measurement and the
Rule of Three.

charles darwin, n.d., frontispiece, 
inaugural issue, Annals of Eugenics (1925) 

Yet in withholdings of specification I could but betray you worse
still.

james agee and walker evans 1941, 101

We are not by any means the first people, even in economics, to express
such indignation (Edgeworth 1885, 215; Morgenstern 1950, 92–93; Sav-
age 1954, 1971a; Arrow 1959; Tullock 1959; De Finetti 1971; Leamer
1978; Mayer 1979; Zellner 1984).

And in most fields there have been others. In psychology and educa-
tion: Boring 1919; Tyler 1931; Sterling 1959; Cohen 1962, 1994; Edwards,
Lindman, and Savage 1963; Meehl 1954, 1967, 1978, 1990, 1998; Bakan
1966; Rozeboom 1960, 1997; Walster and Cleary 1970; Shulman 1970;
Carver 1978, 1993; Gigerenzer et al. 1989; Thompson 1996, 1997, 2002a,
2002b, 2004; Schmidt 1996; Robinson and Levin 1997; Vacha-Haase et al.
2000; Hubbard and Ryan 2000; Fidler 2002; Fidler et al. 2004a, 2004b;
Altman 2004. And business and operations research: Student 1904, 1905,
in E. Pearson 1939; Deming 1938, 1961, 1982; Neyman 1961; Raiffa and
Schlaifer 1961; Polley 2003. And in many other fields, such as law: Kaye
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2002; McBurney and Parsons 2002; Steward and O’Donnell 2005. Soci-
ology and political science: Woofter 1933; Morrison and Henkel 1969,
1970; Cain and Watts 1970. Archaeology: Rosen 1986; Orton 1997. Ma-
rine, wildlife, and conservation biology: Peterman 1990; Taylor and Ger-
rodette 2004; Csada, James, and Espie 1996; Hayes and Steidl 1997;
Parkhurst 1997; Anderson, Burnham, and Thompson 2000; Robinson and
Wainer 2002; McCarthy and Parris 2004; Cole and McBride 2004; Fidler
et al. 2004a, 2004b. Public health: Rossi 1990; Matthews 1998; Fidler et
al. 2004a, 2004b. Epidemiology and medicine: Cutler et al. 1966; Freiman
et al. 1978; Goodman 1992, 1993, 1999a, 1999b; Lang, Rothman, and
Cann 1998; Rothman 1978, 1986 (chaps. 7–10), 1998, 2002; Rothman,
Johnson, and Sugano 1999; Rennie 1978; Savitz, Tolo, and Poole 1990;
Altman 1991, 2000; Sterne and Smith 2001; Fidler et al. 2004b. Sports
medicine: Batterham and Hopkins 2005; Marshall 2005. And in statistics
proper: Student (W. S. Gosset) 1904, 1905, 1926, 1927, 1929, 1936 (in
Pearson 1939), 1937, 1938, 1942; E. Pearson 1926, 1939; Neyman and
Pearson 1928, 1933; Pearson and Adyanthaya 1929; Jeffreys 1939a; Wald
1950; Yates 1951; Yates and Mather 1963; Deming 1938 (30), 1961 (55–
57), 1982 (369), Wallis and Roberts 1956; Neyman 1956, 1957; Kruskal
1968a, 1968b, 1978, 1980; Tukey 1969; Atkins and Jarrett 1979;
Lehmann 1959; Good 1981, 1992; Lindley 1991; Zellner 1984, 1997,
2004a; Moore and McCabe 1993; Harlow, Mulaik, and Steiger 1997;
Berger 2003; Gelman and Stern 2006. And on and on and on.

William L. Thompson, a statistical and environmental biologist with the
National Park Service in Alaska and the author of numerous books on ecol-
ogy, recently compiled a bibliography of “326 Articles/Books Questioning
the Indiscriminate Use of Statistical Hypothesis Tests in Observational Stud-
ies”—fully 326, ranging over dozens of fields. He concludes gloomily:

Unfortunately, this approach was (and continues to be) pounded into us
at both the introductory and advanced level of statistics in universities
throughout the world. The general lack of awareness of problems with
statistical hypothesis testing is especially acute in my own field (ecol-
ogy/environmental science/fish and wildlife biology). . . . This number
of articles [namely, the 326] pales in comparison to the vast array of
 articles devoted to [using and teaching the technique] . . . in the social,
medical, and statistical sciences. Indeed, until very recently, I was one of
the “unaware” who blindly applied statistical hypothesis tests to ob-
servational data without considering the validity of such an approach.
(http://www.cnr.colostate.edu/~anderson/thompson1.html)



All the serious students of the matter say with Thompson: for Lord’s sake,
reflect on the substantive significance. Don’t put the hypothesis through
a screen of arbitrary levels of t or p or R2. Flee the fallacy of misplaced
concreteness and its wicked twin, the fallacy of the transposed condi-
tional. Eschew testimation—that unhappy marriage of the transposed
conditional and the sizeless stare.

Despite hundreds and hundreds of such warnings, in none of these fields
has practice changed. Not a bit. Testimation rules. Near the end of his life,
in 1956, Fisher backed away from his rule, reverting to a procedure ad-
vocated long before by Karl Pearson—that researchers should fix their own
levels of significance (1956, 41–46). Fisher did not go so far as to adopt loss
functions or any other economic approach to inference. But anyway by
1956 no one was listening. His converts had their faith of 5 percent.

You can be cynically relaxed about the situation, and argue amiably
that it doesn’t matter, because after all it’s merely eighty years of academic
talk. “Of course, everyone knows that statistical significance proves ap-
proximately nothing,” you can say with a superior smile. “But the error is
mostly propagated by scholars in print in their scholarly journals. No real
world decision depends on it.” A colleague of ours in economic history
has said essentially that (O’Brien 2004, 565). Others say with that same
smile: “It’s just a game, a way of getting a publication and a promotion.”

We think that such amused cynicism will not do. For example, it’s not
true that significance is “just a game.” Real world decisions do depend on
Fisher-circumscribed significance—witness the Vioxx debacle, the or-
phaned lambs, the slaughter of minke and sperm whales in Antarctica,
the U.S. appellate courts, and thousands of other practical decisions large
and small.

Be “The Humble Applier of Formulae”

Gosset wrote in 1929 a characteristically graceful letter admonishing his
difficult friend R. A. Fisher.

I think you must for the moment consent to be analyzed into �-Fisher the
eminent mathematician and �-Fisher the humble applier of his formulae.
Now it’s �-Fisher’s business, or I think it is, to supply the world’s needs
in statistical formulae: true, . . . �-Fisher is interested in the theoretical
side and �-Fisher in whatever seems good to him. But when �-Fisher
says that the detailed examination of the data is his business and pro-
ceeds to examine them by means of tables which are strictly true only for
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normally distributed variables I think I’m entitled to ask him what dif-
ference it makes if in fact the samples are not taken from this class of
variables. (Gosset to Fisher, Letter no. 104, in Letters of William Sealy
Gosset to R. A. Fisher, Vols. 1–5, 97–98)

Be a humble applier of formulae, Gosset says. But then judge. Ask what
difference the effect size makes. Pay homage to your �-self.

The �-scientist is concerned with the promise of asymptotic results,
the holiness of the normal law, the precision of the t-distribution, the scale
of Type I error. The �-scientist is, by contrast, concerned with empirical
interpretation and judgment, “whatever seems good” to her and the sci-
entists she is in conversation with. She is concerned with the size and sub-
stantive significance of the regression coefficient, with the small-sample
experience of life, and with the prevalence of nonnormal distributions.
She is concerned with prior probability and Type II error—the power of
the test—but understands that priors and power do not alone entail sub-
stantive significance, always a matter of scientific or policy judgment,
“what difference it makes.” Power, as the epidemiologist Kenneth Roth-
man has warned, can itself be used as a backdoor way to substitute sta-
tistical significance for size-matters/how-much and therefore should be
used gingerly (Rothman 1986, 79–82). Gosset would have agreed.

But the �-approach takes humility. Fisher was, Gosset believed, aware
of his �-self. Fisher did not employ it with a fraction of the energy he de-
voted to his �-self. “The good man,” wrote the novelist and philosopher
Iris Murdoch, “is humble; he is very unlike the neo-Kantian Lucifer. . . .
Only rarely does one meet somebody in whom [humility] positively shines,
in whom one apprehends with amazement the absence of the anxious
avaricious tentacles of the self” (1967, 103). Murdoch points out that hu-
mility is one of the chief virtues in a good artist and a good scientist. In
his Justice as Translation the legal scholar James Boyd White put it in
terms of humble reading, “a willingness to learn the other’s language and
to undergo the changes we know that will entail” (1989, 42).

A complete scientist will keep his �- and �-selves in analytical and eth-
ical balance. James Agee, a great American poet, saw the reason, writing
that “in withholdings of specification I could but betray you worse still”
(Agee and Evans 1941, 101). In the twentieth century the �-only specifi-
cations have betrayed science. Specification problems, as �-Leamer (1978)
and others have noted, will always exist. But Gosset and the poet were
plain: it is impossible to “solve” even the errors of specification by ignor-
ing the substantive side, the � of coefficients and Type II error.
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Without �, Science Is Blind

“I chanced on a wonderful book by Marius von Senden,” wrote the es-
sayist Annie Dillard, “called Space and Sight.”

When Western surgeons discovered how to perform safe cataract oper-
ations, they ranged across Europe and America operating on dozens of
men and women of all ages who had been blinded by cataracts since
birth. Von Senden collected accounts of such cases; the histories are fas-
cinating. Many doctors had tested their patients’ sense perceptions and
ideas of space both before and after the operations. The vast majority of
patients, of both sexes and all ages, had, in von Senden’s opinion, no
idea of space whatsoever. Form, distance, and size were so many mean-
ingless syllables. A patient had no idea of depth, “confusing it with
roundness.” Before the operation a doctor would give a blind patient a
cube and a sphere; the patient would tongue it or feel it with his hands,
and name it correctly. After the operation the doctor would show the
same objects to the patient without letting him touch them; now he had
no clue whatsoever what he was seeing. One patient called lemonade
“square” because it pricked on his tongue as a square shape pricked on
the touch of his hands. (1974, 25; italics supplied)

The patient blinded by cataracts is forced to live in a world without size
or the perception of it. But the sizeless scientist chooses to focus on pre-
cision rather than oomph and to call lemonade “square.”

But, really, this inability to see size can’t last. As Dillard put it, sur-
rounded as she was by valleys and hills and orchards:

I couldn’t sustain the illusion of flatness [the null]. I’ve been around for
too long. Form is condemned to an eternal danse macabre with meaning:
I couldn’t unpeach the peaches. . . . I live now in a world of shadows
that shape and distance color, a world where space makes a kind of ter-
rible sense. What gnosticism is this, and what physics? (1974, 29–30)

Sizeless scientists “sustain the illusion of flatness”—whether accepting or
rejecting the null hypothesis—at the expense of science. It can’t go on.
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5

A Lot Can Go Wrong
in the Use of 

Significance Tests in Economics

There remains no consensus on whether to use P, p, P, or p values.
d. g. altman 1991, 1902

The Miseducation of Your Authors

We are quantitative economists. Our scientific work has concerned British
industrial history and medieval agriculture, labor market statistics and
the history of American charity, all viewed quantitatively. It has asked,
How Much?

We grew up, though, with statistical significance. McCloskey was a sta-
tistical student of Guy Orcutt and John R. Meyer at Harvard in the 1960s.
For her oral exams she presented herself, laughably, as an econometrician.
She should have failed, considering her inability in 1966 to answer an
 elementary question about . . . statistical significance. By the ramped-up
standards thirty years later, Ziliak, a student at the University of Iowa, was
well trained econometrically. But he, too, committed the standard error,
making industrial employment forecasts in the late 1980s with the aid of
the broken instrument. Taken together we believed in the mistaken proce-
dures of statistical significance for about twenty-two years, a third of our
combined careers, nearly a quarter century of bald testimating.

It could have been longer if after a dozen years or so as an economist
McCloskey had not heard a hint in the teachings of Richard Zecher or if
near the beginning of his academic career Ziliak had not gotten that phone
call about black unemployment rates, or seen a glimmer of hope on a page

62



of Wonnacott and Wonnacott 1982 (160) and then a brightly blinking
warning light in The Rhetoric of Economics (McCloskey 1985b). Since re-
alizing that the procedures are flatly mistaken we have said so in print,
McCloskey starting in the early 1980s, joined by Ziliak in the early 1990s,
and anticipated by the handful of statistically savvy economists we have
mentioned, Arrow to Zellner.

By the 1990s the very few sizeless economists who reacted at all to our
doubts replied in effect, “Yes, I know it’s silly to think that fit is the same
thing as substantive importance. But I myself don’t do it. Only those nu-
merous bad economists do.” We knew this to be false. Any professional
economist self-conscious about the rhetoric of the field knows that sta-
tistical significance rules with bad economists—whoever those are—and
hard.

Significance rules, admittedly, in a strange way. Economists do not ap-
pear to actually believe the results certified as “significant.” They believe
the results of their science on other grounds: symmetry, coherence, parsi-
mony, motivation, novelty, oomph. These and other virtues in action
change minds. No one’s mind appears to change when a scientific oppo-
nent offers a statistically significant finding that, say, the minimum wage
increases rather than decreases employment, one of millions of such tests
performed yearly. When an economist appears with a table showing, let’s
say, a “significant relation” between Catholicism and economic back-
wardness, some will cheer, some will boo. But no minds will be changed.
The offering of statistically significant coefficients seems ceremonial.

Yet it is a ceremony that economists do not want to give up. All the
leading econometricians we have encountered, of course, agree with our
point in substance. After all, the point is trivially, obviously true. What-
ever the value of a consideration of Type I error and measures of fit in a
properly drawn random sample may be for this or that supplementary
and auxiliary purposes, a low Type I error and a high statistical fit are
 obviously not the same thing as scientific importance. A merely statistical
significance, obviously, cannot substitute for the judgment by a scientist
and her community about the largeness or smallness of a coefficient,
judged against standards of scientific or policy oomph. As Harold Jeffreys
told his fellow physicists long ago, to reject a hypothesis because the data
show “large” departures from the prediction “requires a quantitative cri-
terion of what is to be considered a large departure.”1 Yes. Scientific judg-
ment requires quantitative judgment, we say yet again, not endlessly more
complicated machinery. The machinery is very handsome, and sometimes
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even useful. But at the end of the day, having skillfully used it, the eco-
nomic scientist needs to judge its output.

The economists and calculators of the 1990s replied to us, “Don’t fret.
It’s only those stupid economists who make the mistake,” the mistake of
substituting mechanical tests for judgment. We realized, with some irri-
tation considering the effort involved, that the only way to respond to
such a reply was to measure. As quantitative scientists that was our incli-
nation anyway.

Meet Dr. Neyman Pearson

In 1996, therefore, we published in a review journal in economics an ar-
ticle called “The Standard Error of Regressions.” The title was another of
our attempts to be witty, since what we were complaining about was pre-
cisely the reduction of scientific judgment to a rule of standard error (i.e.,
the standard deviation of the estimate of a coefficient in a regression). But
in the article we did more than complain theoretically because a dozen
years of our theoretical complaints had had by 1996 no discernible effect
at all on econometric practice.

Even in our own subfield of economic history, where McCloskey and
then Ziliak made the significance point early and often, only a very few
grasped it firmly enough to change their practices. They had a vague feel-
ing that McCloskey and Ziliak “don’t like the word significance.” But that
was all. McCloskey remembers, for example, a leading economic historian
whispering repeatedly in McCloskey’s presence the very words “statistical
significance.” The eminent historian was giving a talk at a little conference
they both attended in Italy in the early 1990s. The sarcastic whispering
was meant to show that he realized she didn’t like his rhetoric of signifi-
cance but he did not understand why. Further, he wanted it to be clear that
he did not think her silly dislike was worth trying to understand. But of
course it’s not about the word. Despite many attempts, public and private,
to explain the point to him, and despite the man’s scientific excellence on
many other matters, he appears never to have grasped it. 

In this the historian is typical of numerous other colleagues we admire
as economic scientists. At a conference on economic history in Kansas in
1995 Ziliak, who was at the time a graduate student, complained similarly
about an otherwise fine paper by a former student of the whispering his-
torian. Like his teacher the student relied exclusively on the sizeless stare.
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One of the older pioneers of historical economics was the chair of the ses-
sion. The chair cut Ziliak off at mid-sentence, saying to the audience of
some fifty economic historians, “Let’s get back to the important ques-
tions.” Laughter was the result, followed by more sizeless staring. The
older man is a great economic historian, too. But, like the whispering one,
and his own former student, he has never grasped the point about the
unimportance of merely statistical significance. Some of his otherwise as-
tonishingly fine scientific work has been undermined by failing to appre-
ciate it.

After the session, Ziliak asked the author of the paper if he had con-
sidered framing his statistical problem as a Neyman-Pearson decision. The
young professor replied, “No, I haven’t. But who’s Neyman Pearson?”

In the face of evasion and plain ignorance we decided to measure the
practice of the best economists, defining “the best” as “those who pub-
lished full-length articles using regression analysis in the American Eco-
nomic Review during the decade of the 1980s.” We admit that this “best”
talk is a bit foolish. Many of the best economists do not write for the
AER. But every economist knows what an article in the AER represents
in terms of career by the mechanical standards by which academic qual-
ity is judged these days, a standard of best persuasive to deans. It is a cor-
rupt and silly standard and has relieved economists of actually having to
read anything by the candidate for a hire or promotion (McCloskey
2002). Such is the magical power of deans to corrupt science. Still, econ-
omists show by such behavior that they think a publication in the AER is
the gold standard.

The 182 applied econometric articles published in the AER in the
1980s did not constitute a random sample of anything. They were the en-
tire universe of such articles or else they were a nonrandom sample of
elite articles of a certain middling technical level in econometrics. So an
 argument from sampling, that wonderful ratio ����n, was not relevant to
the measurement. We do not here use significance testing.

During the 1980s the AER also published shorter articles printed in
smaller type. We decided not to include these articles because they were
somewhat miscellaneous, some being mere comments on the full-length
articles. The decision was fortunate, since in the AER of 1984 McCloskey
coauthored just such an article, a (wonderful) exploration of storage costs
and interest rates for grain in medieval England and in it grossly and stu-
pidly misused . . . statistical significance.
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The Questionnaire

We asked nineteen yes/no overlapping questions about statistical practice
in each of the 182 articles. The questions are posed so that a yes answer
means that the practice is good, “good” by the standards of any serious
statistician. The criteria are not controversial. We are not measuring here
the other problems with statistical significance, only the noncontroversial
and elementary errors in its handling that are the subject here. We do not
measure, for example, the selection bias in articles for publication on the
basis of the significance levels, the application of sampling theory to non-
samples such as entire populations, or, more controversially, the applica-
tion of sampling theory to entire instantiations of a time series. We do not
consider all the sophisticated problems of testing and estimation that nu-
merous statistical scientists have worried over, Gosset to Manski. Sup-
pose for the moment that these other problems have been solved or at any
rate set aside. As the humanists say, we “bracket” the other, more ad-
vanced problems.

Even people who are not yet persuaded that null-hypothesis signifi-
cance testing has ruined statistical economics, in other words, will agree
with the standard implied in our questionnaire. No competent statistician
would recommend, for example, that economists use only tests of statis-
tical significance without a loss function or a consideration of power or
that they not report the quantitative scale along which an estimated co-
efficient is to be considered large or small. We were encouraged to find
that Fidler et al. (2004b) employed a similar questionnaire for their study
of best practice in medicine and psychology, unaware of McCloskey and
Ziliak 1996.

So the percentage of articles that answer yes is a pretty good measure
of the elementary goodness of econometric practice in the matter of sta-
tistical significance in the leading general-interest journal of economics.
We do not claim it is perfect—for instance, we regret that we did not ask
about confidence intervals or specification error or Bayes’s rule—or that
our application of it is perfect. We have tried to be fair, but another econ-
omist might code this or that article a little differently. We don’t think it
will matter a great deal to our findings, but we welcome alternative meas-
ures and recoding of the articles. The articles are there in public view, and
we invite people such as Hoover and Siegler (2008) who doubt that Fish-
erian practices dominate economics to try their hand at replication.

The nineteen questions are as follows.
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1. Does the article depend on a small number of observations such
that statistically “significant” differences are not forced by the large num-
ber of observations? Little is learned from a finding that a certain regres-
sion coefficient is “significantly different from zero” if the sample size—
corrected for degrees of freedom—is two hundred thousand. With very
large samples, every variable passes any given test of having a low stan-
dard error of the estimate of the mean, s, at any rate if one makes no cor-
rection for sample size. Against the better judgment of the William Gos-
sets and Morris DeGroots, if the coefficient on a variable is insignificant,
“no worries” seems to be today’s prepublication attitude: merely increase
the N to get a still lower s. It is therefore pointless in such circumstances
to bring in statistical significance as a “decisive” factor. You know before
looking at the data that every coefficient will be statistically significantly
different from the null. Notice the implication of such reasoning. It implies
that something must be very wrong with the notion that statistical sig-
nificance is necessary for substantive significance, a preliminary screen
through which one puts one’s data. For example, in the 1980s article by
Blomquist, Berger, and Hoehn their N was 34,414 housing units and
46,004 people (AER, March 1988, 93). With such sample sizes a variable
that is economically unimportant will show up as statistically significant,
through the sheer force of large N. Blomquist, Berger, and Hoehn used
Fisher’s Rule of Two despite their gigantic samples. So the article, a fine
one in many other ways, earns on this question a No.

2. Are the units and the descriptive statistics for all regression vari-
ables included? The slope of an equation in which the units of the vari-
ables are not included cannot be interpreted (as Elliott and Granger [2004]
note and as is anyway obvious). No one can exercise judgment as to
whether something is importantly large or small when it is reported with-
out units or a scale along which to judge them large or small at “	6.8”
or “567.987.” Inches or pounds? Logs or levels?

3. Are the coefficients reported in elasticity form, or in some inter-
pretable form relevant for the problem at hand, so that the reader can dis-
cern the economic impact? In their theoretical work economists com-
monly avoid the problem of units by speaking of elasticities, that is,
percentage changes in one variable with respect to percentage changes in
another. This is better than leaving the units in natural units, not supplied
(as in question 2). But often an article will not give the actual magnitude
of the elasticity but merely state with satisfaction its statistical significance.
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The statisticians Wallis and Roberts noted long ago that “sometimes au-
thors are so intrigued by tests of significance that they even fail to state the
actual amount of the effect, much less to appraise its practical impor-
tance” (1956, 409; italics in original). Since 1956 the error has become a
good deal more prevalent than Wallis and Roberts’s choice of the word
sometimes would suggest. To appraise an effect you need a quantitative
standard of oomph, and to appraise the standard of oomph you need in-
terpretable coefficients.

4. Are the proper null hypotheses specified? Sometimes the economists
will test a null of zero when the economic question entails a null quite
different from zero, of 1.0, say, or �1 � �2 � 0. The economic question
may be about a unit income elasticity of demand for money, for example,
but the article will report “significance” as difference from zero. A canned
program, testing automatically against zero, is making the scientific deci-
sion. In a 1990 Sage pamphlet the political scientist Lawrence B. Mohr
recommended the mechanical test against zero as follows: “[W]e just want
to know whether or not a certain relationship . . . is worth further
thought. . . . If the relationship. . . is zero or close to it, then it does not
merit further exploration”(1990, 8). He is mistaken. For one thing, the
“further thought” has to take place relative to the appropriate null and its
relevant alternatives, which are not always and everywhere zero. For an-
other, an effect “close” to zero on some scale, rejected at the 5 percent
level of significance, can be substantively important. But it depends on
the loss function every time. The numbers are close to zero, you claim to
an options analyst trading with millions. How close is close?

5. Are the coefficients carefully interpreted? The econometrician
Arthur Goldberger explains the point by imagining that the dependent
variable in a regression is weight in pounds and the independent variables
are height in inches and amount of exercise in, say, miles walked per week
(1991, 241). Suppose the coefficient on height is statistically significant
at p � .05 while the coefficient on exercise is not, though large in magni-
tude and negative in sign. A doctor would not say to a patient, “The prob-
lem is not that you’re fat—it’s that you’re too short for your weight.” The
exercise variable is the policy-relevant one (as may be other, omitted vari-
ables such as dietary habits). A test of significance on height is in such a
case beside the point.

6. Does the article refrain from reporting t- or F-statistics or standard
errors even when a test of significance is not relevant? A No on this ques-
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tion is another sign of canned regression packages taking over the mind
of the scientist. A significance test on an entire population is an example
of such alien invasion.

7. Is statistical significance at its first use merely one of multiple cri-
teria of “importance” in sight? Often the first use will be at the crescendo
of the article, the place where the author appears to think she is making
the crucial factual argument. But statistical significance does not imply
substantive significance. In other words, something is wrong with the no-
tion that statistical significance is sufficient for substantive significance.
Note that this is a different criticism than saying that something also is
wrong with the notion that it is necessary. Both criticisms hold: statistical
significance is neither necessary nor sufficient for substantive significance.
The two criticisms add up to a simple statement of our point: statistically
“significant” variables can be substantively speaking unimportant and
statistically “insignificant” ones can be substantively speaking important.
Articles were coded Yes if statistical significance played a second or lower-
order role, at any rate below the primary considerations of substantive
significance.

8. Does the article mention the power of the test? For example, Fred-
eric S. Mishkin does, unusually for an economist in the 1980s, though he
does so in footnotes.2 In capital market studies a lack of power is a com-
mon problem seldom faced because seldom mentioned.3

9. If the article mentions power, does it do anything about it? Mishkin
does not. The first empirical estimation of a power function was carried
out by Egon Pearson and N. K. Adyanthaya, in a 1929 issue of Bio-
metrika. In the 1950s Jerzy Neyman and Elizabeth Scott estimated power
functions in their articles on galaxy clustering and weather patterns. But
Fisher’s studied ignorance of Type II error (as late as 1955 and 1956) won
over Harold Hotelling, most of Hotelling’s students, and most of the rest
of the economics profession. Exceptions include Wald, Savage, Zellner,
Horowitz, Eugene Savin, Allan Würtz, and Robert Shiller. Among the very
few pieces of economics that theorize or estimate power functions are
Zellner 1984; Shiller 1987; Horowitz, Markatou, and Lenth 1995; Savin
and Würtz 1999; Horowitz and Spokoiny 2001; and Würtz 2003. It is
our impression—perhaps someone can offer an alternative hypothesis—
that most economists avoid considerations of power because they don’t
understand it. But as Neyman (1956, 290) remarked long ago, without a
measure of power “no purely probabilistic theory of tests is possible.”
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10. Does the article refrain from “asterisk econometrics,” that is,
ranking the coefficients according to the absolute size of their t-statistics?
In an article published in the next decade of the AER, the current Federal
Reserve Board chair Ben Bernanke and former Council of Economic Ad-
visers and FRB member Alan Blinder do not (Bernanke and Blinder 1992,
905, 909). Ranking coefficients by the absolute size of t and regardless of
coefficient effect is especially common in psychology and finance.

11. Does the article refrain from “sign econometrics,” that is, noting
the sign but not the size of coefficients? The distribution-free “sign test”
for matched pairs is on occasion scientifically meaningful. Ordinarily sign
alone is not economically significant, however, unless the magnitude at-
tached to the sign is large or small enough to matter. It is not true, as “sign
econometrics” supposes, that in parametric studies sign is a statistic in-
dependent of magnitude. Sign econometrics originated in economics with
Paul Samuelson’s mathematics and philosophy department claim in 1947
that economics could be a science of qualitative predictions. Samuelson
might have followed instead the oomph-talking departments of physics
or engineering he migrated from. More precisely, he could have adopted
Gosset’s “real error bars” or at least Neyman’s “confidence intervals.”
Edgeworth made the point about sign back in 1885 in the article that
coined the very term significance (1885, 215).

12. Does the article discuss the size of the coefficients at all? Once re-
gression results are presented, does the article ask about the economic sig-
nificance of the results? In other words, is there a discussion of the policy
or scientific importance of the fitted coefficients? If $4.29 is saved for every
dollar spent on a social project, is this fact acknowledged, or does the ar-
ticle stop at “significance”? Are you told why the fitted result matters in
substance? As Wallis and Roberts said, the economist needs to “appraise
its practical importance.” Christina Romer does when she writes that
“correcting for inventory movements reduces the discrepancy . . . by ap-
proximately half. This suggests that [inventory] movements are impor-
tant” (AER, June 1986, 327; italics supplied). Daniel Hamermesh esti-
mates his crucial parameter K and at the first mention of the results says,
“The estimates of K are quite large, implying that the firm varies em-
ployment only in response to very large shocks. . . . Consider what an es-
timate this large means” (AER, September 1989, 683; italics supplied).
Hamermesh’s rhetoric is here close to ideal. It gets to the scientific ques-
tion of what a magnitude means. On the same page he speaks of magni-
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tudes being “fairly large,” “very important,” “small,” and “important”
without merging his standards of large and small with statistical signifi-
cance. By contrast, Boissier, Knight, and Sabot write, “In both countries,
cognitive achievement bears a highly significant relationship to educa-
tional level,” although they move toward a Yes in the questionnaire by
adding, “In Kenya, secondary education raises H by 11.75 points, or by
35 percent of the mean” (AER, December 1985, 1026; italics supplied).
Later in the same paragraph, though, “significantly positive” and “almost
significantly positive” become their only criteria of importance. The arti-
cle by Bossier et al. is coded on the question as No. Even Hamermesh, a
definite Yes, backslides later in his own article, writing, “The K-hat for the
aggregated data in Table 2 are insignificant,” by which he means “R. A.
Fisher ‘Insignificant’ at 5 percent.” But he adds, wisely, “and very small;
and the average values of the p-hat are much higher than the pooled data”
(685; italics supplied).

13. Does the article discuss the scientific conversation within which a
coefficient would be judged “large” or “small”? Christina Romer, again,
remarks that “The existence of the stylized fact [which is to say, the sci-
entific conversation at its present stage] that the economy has stabilized
implies a general consensus” (AER, June 1986, 322). She then tests it in
non-Fisherian ways. Gosset, we’ve noted, did not put weight on a signifi-
cance test considered in isolation. Science is social. His practice of re-
peating experiments, comparative study, and estimation of upper and
lower bounds on “real error” contributed, we have noted, to Guinness’s—
and Gosset’s—fortune (Ziliak 2007).

14. Does the article refrain from choosing variables for inclusion in its
equations solely on the basis of statistical “significance”? Again a No means
that the canned program, à la Fisher’s Statistical Methods of Research
Workers, governs the argument. Stepwise regression, as used in urban eco-
nomics and epidemiology, indulges this fallacious drop-and-add procedure.
But there is no scientific reason—unless a reason is provided, and it seldom
is—to drop an “insignificant” variable. If the variable is important sub-
stantively but is dropped from the regression because it is Fisher-insignifi-
cant, the resulting fitted equation will be misspecified, which is to say that
the statistical experiment will be incorrectly controlled. Only by the irrel-
evant standard of producing the most statistically significant results will
such stepwise regressions make sense. If an equation explaining housing
construction drops the price of housing because it was found in an earlier
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regression to be Fisher-insignificant, the remaining variables will have to
take on the price effect—an effect an economist would believe to be im-
portant whether or not it shows with high likelihood through the variabil-
ity of the sample at hand. She can test her belief in the price effect by look-
ing at the magnitudes, using, for example, the highly advanced technique
common in data-heavy articles in physics journals: “interocular trauma.”
That is, she can look and see if the result hits her between the eyes.

15. Later, after the crescendo, does the article refrain from using sta-
tistical significance as the criterion of scientific importance? Sometimes
the referees will have insisted unthinkingly on a significance test, and the
appropriate t’s and F’s (and in fields other than economics, which does not
use them much, R2’s) have therefore been inserted. Even our friend the
late Jack Hirshleifer, a distinguished fellow of the American Economic As-
sociation, was forced to insert t-statistics into a published article—though
Jack himself was thoroughly persuaded by Bayes’s rule, loss functions,
and economic significance (2004). A Yes here means the author depends
on other and more scientifically relevant arguments such as simulations of
the magnitudes.

16. Is statistical significance portrayed as decisive, a conversation
stopper, conveying a sense of an ending? Christine Romer (AER, June
1986) and Jeffrey Sachs (AER, March 1980) both misuse statistical sig-
nificance, but in neither article does such a “finding” dominate the em-
pirical work. In Michael Darby’s article, by contrast, the misuse is sig-
nificantly more pervasive (AER, June 1984, 311, 315).

17. Does the article ever use an independent simulation—as against a
use of the regression coefficients as inputs into further calculations—to de-
termine whether the coefficients are reasonable? Blomquist, Berger, and
Hoehn (AER, March 1988), whom we have criticized, use simulations,
but the statistical significance of regression coefficients dictates their in-
puts. They simulate the ranking of cities by amenities and produce a dol-
lar figure for the differential between the worst and best. Their differential
between best and worst, by the way, seems low at $5,146 (96). At that
price, one student loan could get you out of downtown Detroit and into
sunny Santa Barbara. Perhaps the more important determinants of ameni-
ties were mistakenly omitted from the simulation because they had proven
“insignificant.”

18. In the concluding sections is statistical significance separated from
policy, economic, or scientific significance? In medicine and epidemiology
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and especially psychology the concluding sections are often sizeless sum-
maries of significance tests reported earlier in the article. Significance this,
significant that. In economics, too.

19. Does the article use the word significant unambiguously? Darby
(AER, June 1984, 310) scores on this, as on many other questions, a No.
“First,” he writes, “we wish to test whether oil prices, price controls, or
both have a significant influence on productivity growth.” Like the au-
thors of the articles on “critical thinking” and swineherd “salmonella,” he
is merging two meanings of significant, namely, “a partial account of
probability dictated by R. A. Fisher” and “large or small enough in effect
to matter for policy or science.”

To repeat, we do not pretend that our nineteen-item questionnaire pro-
vides a complete description of best-practice empirical economics, only
that it gets to the main points of how much and who cares? We failed, for
example, to ask about “confidence intervals” along the lines of a question
20: Does the article report confidence intervals, using them to interpret
economic significance and not merely as a substitute for pointwise statis-
tical significance? Had we asked this question about confidence intervals
of every article in the AER—and, again, we wish we had—we predict that
in the 1980s the percentage Yes would have been less than 5 percent. As
Zellner (1984, 277–80) discovered in his survey of best practice long ago,
economists do not think substantively about the meaning of confidence in-
tervals and don’t anyway report them. The advantage of confidence in-
tervals is that they draw attention to the magnitudes. And, though we did
not measure article by article the incidence of the fallacy of the transposed
conditional—an important question 21—any reader who understands the
fallacy will believe with the authors that the share of articles indulging it
and therefore disseminating the wrong probabilities for their hypotheses
is near 100 percent.
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6

A Lot Did Go Wrong 
in the American Economic Review

during the s 

Sophisticated, hurried readers continue to judge works on the so-
phistication of their surfaces. . . . I mean only to utter darkly that
in the present confusion of technical sophistication and significance,
an emperor or two might slip by with no clothes.

annie dillard 1988, 31

Table 6.1 shows the results for the 1980s, arranged from worst result to
best by question. That is,

• Seventy percent of the articles in the American Economic Review of the
1980s made no distinction at all between statistical significance and
economic or policy significance, what we have called oomph. Look at
questions 16 and 18. 

• At the first use of statistical significance, typically in the “Results” sec-
tion, 53 percent of the articles considered nothing aside from t- and 
F-statistics (question 7). 

• Seventy-two percent did not ask how large is large in the context of
what other economists or scientists in the field have found (question
13). They did not ask what standards other scientists have used to de-
termine “importance.” Awareness that science is social seemed to
greatly improve the practice. Of 131 articles that did not mention the
work of other economists as a quantitative context for their own work,
over three-quarters let statistical significance decide every question of
substance. Of the 50 articles that did mention the work of other econ-
omists as a context, only one-fifth let statistical significance decide.



TABLE 6.1. The American Economic Review of the 1980s Contained Numerous Errors
in the Use of Statistical Significance Measured by Percent Yes

Number of
Applicable Percent

Survey Question Articles Yes

Does the article . . .
8. Consider the power of the test? 182 4.4
6. Eschew reporting all standard errors, t-, p-, and

F-statistics, when such information is irrelevant? 181 8.3
17. Do a simulation to determine whether the coefficients are

reasonable? 179 13.2
9. Examine the power function?a 12 16.7

13. Discuss the scientific conversation within which a coeffi-
cient would be judged large or small? 181 28.0

16. Consider more than statistical significance decisive in an
empirical argument? 182 29.7

18. In the conclusions, distinguish between statistical and eco-
nomic significance? 181 30.1

2. Report descriptive statistics for regression variables? 178 32.4
15. Use other criteria of importance besides statistical signifi-

cance after the crescendo? 182 40.7
19. Avoid using the word significance in ambiguous ways? 180 41.2
5. Carefully interpret the theoretical meaning of the coeffi-

cients? For example, does it pay attention to the details of
the units of measurement and to the limitations of the
data? 181 44.5

11. Eschew “sign econometrics,” remarking on the sign but
not the size of the coefficient? 181 46.7

7. At its first use, consider statistical significance to be one
among other criteria of importance? 182 47.3

3. Report coefficients in elasticities or in some other useful
form that addresses the question of “how large is large”? 173 66.5

14. Avoid choosing variables for inclusion solely on the basis
of statistical significance? 180 68.1

10. Eschew “asterisk econometrics,” the ranking of coeffi-
cients according to the absolute value of the test statistic? 182 74.7

12. Discuss the size of the coefficients? 182 80.2
1. Use a small number of observations, such that statistically

significant differences are not found merely by choosing a
very large sample? 182 85.7

4. Test the null hypotheses that the authors said were the
ones of interest? 180 97.3

Source: All full-length articles that use tests of statistical significance published in the American
Economic Review, January 1980–December 1989, excluding the Proceedings (McCloskey and Ziliak
1996, 105).

Note: “Percent Yes” is the total number of Yes responses divided by the relevant number of articles.
aOf the articles that mention the power of a test, this is the fraction that examined the power

function or otherwise corrected for power.
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• About three-fifths of the articles (the complement of question 19) used
the word significant equivocally, at one moment meaning “two stan-
dard errors removed from the null” and at the next “by the substantive
magnitude of the coefficient greatly changing our scientific opinion.” 



TABLE 6.2. Multiple Authors Appear to Have Coordination Problems, Making the
Abuses Worse Measured by Percent Yes

Multiple- Single-
Author Author

Survey Question Articles Articles

Does the article . . .
7. At its first use, consider statistical significance to be one

among other criteria of importance? 42.2 53.4
10. Eschew “asterisk econometrics,” the ranking of coeffi-

cients according to the absolute value of the test statistic? 68.8 79.2
12. Discuss the size of the coefficients? 76.7 84.1
1. Use a small number of observations such that statistically

significant differences are not found merely by choosing a
very large sample? 77.8 84.8

Note: “Percent Yes” is the total number of Yes responses divided by the relevant number of articles.
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Multiple-author articles were a little worse than single-author articles,
as you can see in table 6.2 . You can understand the modestly significant
fact as an outcome of what economists call the “common-pool” or “fish-
eries” problem. Each author is likely to take a free ride on the efforts of
the others and therefore will, on average, devote less care. “My coauthor
made me do it” is what she will say. (For example, McCloskey says it of
her Fisherian-egregious 1983 article on medieval storage.)

Faculty at “tier 1” schools did a little better than others but not by
much (see table 6.3). It is not the case that the scholars at higher-reputa-
tion schools avoid misusing statistical significance—contrary to some ir-
ritated dismissals of our point by friends at tier 1 schools. “Those peas-
ants at tier 4 do it. Not we aristocrats.” On the contrary, the practice is
scandalously bad up and down the academic hierarchy, hardly justifying
the invidious terminology of tier 1 in the first place. And tier 1 economists
did worse than others in practices we do not report explicitly here, namely,
using entire universes as “samples” and treating a sample of convenience
as a random and representative sample.

Some of the worst examples of erroneous null-hypothesis significance
testing occur in finance and macroeconomics. For example, one article of-
fers “an alternative test of the CAPM and report[s] . . . test results that are
free from the ambiguity imbedded in the past tests” (AER, January 1980,
660). The authors “test” five hypotheses: the intercept differs from zero,
the slope differs from zero, the adjusted coefficient of determination is
1.0, the trend of the intercept is zero, and the trend of the adjusted coef-
ficient of determination is zero (664–65). Nowhere is the size of the esti-



TABLE 6.3. Authors at Tier 1 Departments Do Better than Others in Many
Categories . . . but Even Their Practice Is Nothing to Celebrate Measured by Percent Yes

Tier 1 Other
Survey Question Departments Departments

Does the article . . .
1. Use a small number of observations, such that statis-

tically significant differences are not found merely
by choosing a very large sample? 91.3 83.9

12. Discuss the size of the coefficients? 87.0 78.9
10. Eschew “asterisk econometrics,” the ranking of coef-

ficients according to the absolute value of the test
statistic? 84.8 71.4

7. At its first use, consider statistical significance to be
one among other criteria of importance? 65.5 41.2

5. Carefully interpret the theoretical meaning of the co-
efficients? For example, does it pay attention to the
details of the units of measurement and to the limita-
tions of the data? 60.0 37.5

19. Avoid using the word significance in ambiguous
ways? 52.4 37.5

18. In the conclusions, distinguish between statistical
and economic significance? 50.0 23.1

Note: When McCloskey and Ziliak 1996 went to print the National Research Council had assigned
the following schools to tier 1: Chicago, Harvard, MIT, Princeton, Stanford, and Yale.

“Percent Yes” is the total number of Yes responses divided by the relevant number of articles.
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mated coefficients discussed. The results are ranked according to the num-
ber of times the t-statistic is greater than 2.0 (667). There is no mention
of the only relevant scientific test of a stock market investment model,
namely, its ability to make money. The only Yes the article earned was
one for specifying the null according to what the theory implied.

An article on social welfare in Boston is a regular traffic jam of
 significance.

The statistically significant [read (1) sampling theory “significant” at 5
percent] inequality aversion is in addition to any unequal distribution of
inputs resulting from different social welfare weights for different neigh-
borhoods. The KP results allowing for unequal concern yield an estimate
of q of 	3.4. This estimate is significantly [read (2) some numbers are
smaller than others] less than zero, indicating aggregate outcome is not
maximized. At the same time, however, there is also significant [read (3)
a moral or scientific or policy matter] concern about productivity, as the
inequality parameter is significantly [read (4) a joint observation about
morality and numbers] greater than the extreme of concern solely with
equity. (AER, March 1987, 46).



There is no mention of the loss function of social policy misapplied.
Only—ominously—“KP” results.1

Of course some of the economists in the 1980s got it approximately
right—though not one of the 182 articles, we repeat, refrained entirely
from misusing statistical significance. We’ve mentioned Christine Romer
and Daniel Hamermesh as exemplary scholars on such matters. Thus, too,
Kim B. Clark: “While the union coefficient in the sales specification is
twice the size of its standard error, it is substantively small; moreover, with
over 4,600 observations, the power of the evidence that the effect is dif-
ferent from zero is not overwhelming” (AER, December 1984, 912; ital-
ics supplied). This is about as sophisticated as it got in the 1980s.

Most of the economic scientists in the decade did not come close to
grasping that Fisher-significance is a minor matter of fit, not a major mat-
ter of oomph. Of the 70 percent of the articles that flatly mistook statis-
tical significance for economic significance, about 70 percent again failed
to report even the magnitudes of influence between the economic vari-
ables they investigated. In other words, during the 1980s about one-half
of the empirical articles ( � 0.7 � 0.7) published in the American Eco-
nomics Review did not establish their claims of economic significance.
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Is Economic Practice Improving?

Because the great controversies of the past often reach into modern
science, many current arguments cannot be fully understood unless
one understands their history.

ernst mayr 1982, 1

Our 1996 article reporting these findings, we repeat, had almost no im-
pact. Horowitz and a few others have told us that they disagree. They see
progress and give us credit for causing some of it. That would be nice.
But lack of impact is typical in other fields subjected to such criticism, for
example, medicine and biology. In economics after 1996 our impression
is that the phrase “economically significant” started to turn up a little bit
more, and we flatter ourselves that a new if vague awareness that some-
thing is fishy in the standard error is responsible for this.

Yet in the several score of seminars we have given together and indi-
vidually on the subject since 1996 we have been told repeatedly, “After the
1980s, the decade you examined in your splendid 1996 article, best prac-
tice improved. Things are getting better, partly because of your wonder-
fully persuasive work. Look, for example, at this new Fisherian test on
cointegration I have devised.”

We are very willing to believe that since the 1980s our colleagues have
stopped making an elementary error and especially that we have changed
their minds. But being readers of typical economics articles since that first
decade of personal computers we seriously doubted that fishing for sig-
nificance had much abated. Like our critics, we are empirical scientists.
And so in a second article, published in 2004, we reapplied the nineteen-
item questionnaire employed in our 1996 article to all the full-length
 empirical articles of the next decade of the AER, the 1990s. (By the way,
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we made a terribly embarrassing error in the published article, omitting
fully 50 [!] of the 187 articles for the 1990s. We are grateful to Kevin
Hoover and Mark Siegler for pointing this out [Hoover and Siegler 2008].
When we included the missing articles, however, essentially nothing
changed—as, indeed, one would expect if sampling theory is correct un-
less our initial erroneous selection of articles was biased. Apparently it
was not.)

We found that the standard error is not getting smaller. By the standard
of citizen-in-the-street common sense and of advanced decision theory it
is getting worse. Of the 187 relevant articles published in the 1990s, 79
percent mistook statistically significant coefficients for economically sig-
nificant coefficients (as against 70 percent in the earlier decade). In the
1980s a disturbing 53 percent had relied exclusively on statistical signifi-
cance as a criterion of importance at its first use; in the 1990s an even
more disturbing 60 percent did.

Table 7.1 reports the results, distinguished by decades, for all of the
369 full-length articles that test for significance and published in the
AER from January 1980 to December 1999 (cf. Ziliak and McCloskey
2004a, 2008). We have at hand, to repeat, the whole population, not a
sample. The urn of nature is poured out before us. Unlike most of our
colleagues in economics, therefore, we will refrain from calculating sta-
tistics relevant only to inference from samples to a population, such as
an imaginary “statistical significance” of the differences between the two
decades.

Like table 6.1, we here rank in ascending order each item of the ques-
tionnaire according to “Percent Yes” (in the 1990s). A Yes means, re-
member, that the article took what most major statistical theorists since
Edgeworth have regarded as the correct action on the matter. For ex-
ample, in the 1980s, 4.4 percent of the articles considered the power of the
tests. (We do not believe it is accidental that every article that considered
power also considered “a quantitative criterion of what is to be considered
a large departure.”) That is, 4.4 percent did the correct thing by consid-
ering also the probability of a Type II error. In the 1990s, 8 percent did.
An encouraging trend. But still only about 8 percent of the articles.

The change in practice is isolated in tables 7.2 and 7.3. In the 1980s
only 44.5 percent of the articles paid careful attention to the theoretical and
accounting meaning of the regression coefficients (question 5). That is, in
the 1980s the reader of an empirical article in the AER was nearly six times
out of ten left wondering how to interpret the economic meaning of the



TABLE 7.1. The American Economic Review Had Numerous Errors in the Use of
Statistical Significance, 1980–99

Percent Percent
Yes Yes

Survey Question in 1990s in 1980s

Does the article . . .
8. Consider the power of the test? 8.0 4.4
6. Eschew reporting all standard errors, t-, p-, and

F-statistics, when such information is irrelevant? 9.6 8.3
16. Consider more than statistical significance decisive in an

empirical argument? 20.9 29.7
11. Eschew “sign econometrics,” remarking on the sign but

not the size of the coefficient? 21.9 46.7
14. Avoid choosing variables for inclusion solely on the basis

of statistical significance? 27.3 68.1
15. Use other criteria of importance besides statistical signifi-

cance after the crescendo? 27.8 40.7
10. Eschew “asterisk econometrics,” the ranking of coeffi-

cients according to the absolute value of the test statistic? 31.0 74.7
17. Do a simulation to determine whether the coefficients are

reasonable? 32.6 13.2
19. Avoid using the word significance in ambiguous ways? 37.4 41.2
7. At its first use, consider statistical significance to be one

among other criteria of importance? 39.6 47.3
9. Examine the power function?a 44.0 16.7

13. Discuss the scientific conversation within which a coeffi-
cient would be judged large or small? 53.5 28.0

18. In the conclusions, distinguish between statistical and eco-
nomic significance? 56.7 30.1

2. Report descriptive statistics for regression variables? 66.3 32.4
1. Use a small number of observations, such that statistically

significant differences are not found merely by choosing a
very large sample? 71.1 85.7

12. Discuss the size of the coefficients? 78.1 80.2
5. Carefully interpret the theoretical meaning of the coeffi-

cients? For example, does it pay attention to the details of
the units of measurement and to the limitations of the
data? 81.0 44.5

4. Test the null hypotheses that the authors said were the
ones of interest? 83.9 97.3

3. Report coefficients in elasticities, or in some other useful
form that addresses the question of “how large is large”? 86.9 66.5

Source: All full-length articles that use tests of statistical significance published in the American
Economic Review in the 1980s (N � 182) and 1990s (N � 187; Ziliak and McCloskey 2004a). Table
1 in McCloskey and Ziliak 1996 reports a small number of articles for which some questions in the
survey do not apply.

Note: “Percent Yes” is the total number of Yes responses divided by the relevant number of articles.
aOf the articles that mention the power of a test, this is the fraction that examined the power

function or otherwise corrected for power.



TABLE 7.2. The Economic Significance of the American Economic Review Has in
Some Regards Improved (measured by net percentage point difference, 1980–99)

Percent Net
Yes Improvement

Survey Question in 1990s since 1980s

Does the article . . .
5. Carefully interpret the theoretical meaning of the coeffi-

cients? For example, does it pay attention to the details
of the units of measurement, and to the limitations of
the data? 81.0 �36.5

2. Report descriptive statistics for regression variables? 66.3 �34.0
9. Examine the power function?a 44.0 �27.3

18. In the conclusions, distinguish between statistical and
economic significance? 56.7 �26.6

13. Discuss the scientific conversation within which a coeffi-
cient would be judged large or small? 53.5 �25.5

17. Do a simulation to determine whether the coefficients
are reasonable? 32.6 �19.4

Source: All full-length articles that use tests of statistical significance published in the American
Economic Review in the 1980s (N � 182) and 1990s (N � 187; Ziliak and McCloskey 2004a). Table
1 in McCloskey and Ziliak 1996 reports a small number of articles for which some questions in the
survey do not apply.

Note: “Percent Yes” is the total number of Yes responses divided by the relevant number of articles.
aOf the articles that mention the power of a test, this is the fraction that examined the power

function or otherwise corrected for power.
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 coefficients. In the 1990s the share taking the correct action rose to 81 per-
cent, a net improvement of about 36 percentage points. “Economic sig-
nificance” appeared increasingly alongside “statistical significance.” This
is one meaning of oomph: a big change, important for the science.

Similarly, the percentage of articles reporting units and descriptive sta-
tistics for regression variables of interest rose by 34 percentage points
from 32.4 percent to 66.3 percent (question 2). Excellent. Perhaps after
the initial dazzlement with what could be done by way of regression
analysis on one’s personal computer the economists paused to think about
what they were doing. We don’t claim to know for certain. Some other
margins improved. Gains of more than 20 percentage points were made
in, for example, the share of articles discussing the scientific conversation
in which a coefficient would be judged large or small, the share of articles
keeping statistical and economic significance distinct in the “conclusions”
section, and the share of articles doing a simulation to determine whether
the estimated coefficients are reasonable. Our definition of simulation is
broad. It includes articles that check the plausibility of the regression re-
sults by making, for example, Harberger-Triangle-type calculations on the



TABLE 7.3. But the Essential Confusion of Statistical and Economic Significance is
Getting Worse (measured by net percentage difference, 1980–99)

Percent New Percentage
Yes Point Change

Survey Question in 1990s since 1980s

Does the article . . .
10. Eschew “asterisk econometrics,” the ranking of co-

efficients according to the absolute value of the test
statistic? 31.0 �43.7

14. Avoid choosing variables for inclusion solely on the
basis of statistical significance? 27.3 �40.8

11. Eschew “sign econometrics,” remarking on the sign
but not the size of the coefficient? 21.9 �24.8

1. Use a small number of observations, such that statis-
tically significant differences are not found merely
by choosing a very large sample? 71.1 �14.6

4. Test the null hypotheses that the authors said were
the ones of interest? 83.9 �13.4

15. Use other criteria of importance besides statistical
significance after the crescendo? 27.8 �12.9

16. Consider more than statistical significance decisive
in an empirical argument? 20.9 �8.8

7. At its first use, consider statistical significance to be
one among other criteria of importance? 39.6 �7.7

Source: All full-length articles that use tests of statistical significance published in the American
Economic Review in the 1980s (N � 182) and 1990s (N � 187; Ziliak and McCloskey 2004a). Table
1 in McCloskey and Ziliak 1996 reports a small number of articles for which some questions in the
survey do not apply.

Note: “Percent Yes” is the total number of Yes responses divided by the relevant number of articles.
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basis of descriptive data. But the article that uses statistical significance as
the sole criterion for including a coefficient in a later simulation is coded
No, which is to say that it does not do a simulation to determine whether
the coefficient itself is reasonable.

Such gains are commendable. But the room for additional gain is im-
mense. For example, as we said, that 8 rather than 4 percent consider
power is nice, but this still leaves 92 percent of the articles risking high lev-
els of a Type II error. For most questions the improved levels of perform-
ance are less than impressive. Only perhaps in the matter of question 5—
concerning the interpretation of theoretical coefficients in the Goldberger
way—does the improvement approach levels that most statisticians would
agree are good practice. Thus the sorites.

For example, in the 1990s two-thirds of the articles did not make
 calculations to determine whether the estimated magnitude of the coeffi-
cients made sense (question 17)—only a third, we found, had simulated the



effect of their coefficients with the analytical force at least of an introduc-
tory economics text. Skepticism about alleged effects, tested by simulation,
is, by contrast, normal practice in cell biology and most branches of physics.

An examination of many years of the Physical Review revealed no tests
of statistical significance. Well, almost none by the prolix standard of eco-
nomics (McCloskey and Ziliak 2008). So, too, in Cell and also in Science
if one considers only the biologists and chemists and geologists publishing
there. Zellner notes that Harold Jeffreys was a famous physicist, geologist,
mathematician, probability theorist, philosopher, and applied scientist—
but he did not and would not use the title, “statistician.” His titles at Cam-
bridge University were “Reader in Geophysics” and “Plumian Professor of
Astronomy and Experimental Philosophy.” As Zellner sees it, Jeffreys
“wrote his books Scientific Inference and Probability Theory [Theory of
Probability (1939)] to instruct his fellow scientists with respect to the phi-
losophy of science and how to analyze their data appropriately.” “Note,”
Zellner continues, “that he used the title Probability Theory, not Statistics,
since for many physicists Statistics is a bad word. I think that it was Lord
Rutherford who said that if you need statistics to analyze your experimen-
tal data, you better redesign your experiment. . . . While the methods are
‘statistical,’ most physicists would not like to be called ‘statisticians’.”1

This is not to say, we repeat, that physicists and biologists and chemists
and geologists never, ever use the tests. Indeed, long before Jeffreys, as-
trophysicists, geophysicists, and research chemists had made seminal con-
tributions to the theory of statistics and certainly helped to spread it. In
1898 Sydney Lupton published Notes on Observations, Being an Outline
of the Methods Used for Determining the Meaning and Value of Quanti-
tative Observations and Experiments in Physics and Chemistry, and for
Reducing the Results Obtained (Lupton 1898). Lupton endeavored pri-
marily to introduce chemists and physicists to the “method of least
squares” (i). Gosset himself, who was, as we have said, trained at Oxford
in chemistry, received some early instruction in “the theory of errors”
from Lupton. He was particularly helped by a 120-page book by G. B.
Airy (1801–92), the Astronomer Royal and inventor of, among other
things, the instrument used to establish the prime meridian at Greenwich.2

But the test of significance, then as now, was relegated to the corners of
the chemical and physical sciences.

A good thing, too. In 1946 an entomologist, the young E. O. Wilson,
published a hostile review of Haavelmo’s 1944 “The Probability Ap-
proach in Econometrics.” Wilson’s message was: fields that don’t use sta-
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tistical significance nonetheless advance.3 Faster. Many biologists report-
ing their results in Science nowadays are less clear minded than the physi-
cists are on the matter. And in their own journals the medical scientists,
like the social scientists and some biologists, are very confused indeed.

One additional problem, which is often somewhat carelessly taken to
be our main objection—it is not, though it is worrisome enough on its
own—is that statistical insignificance is nonpublic, decided behind the
curtain where the emperor sits. In the 1990s three fourths of the articles
in the American Economic Review chose variables for inclusion (i.e.,
pretests) solely on the basis of statistical significance, a net decline in best
practice of fully 43 percentage points (question 14). As Kruskal put it in
his 1968 article:

Negative results are not so likely to reach publication as are positive
ones. In most significance-testing situations a negative result is a result
that is not statistically significant, and hence one sees in published arti-
cles and books many more statistically significant results than might be
expected. . . . The effect of this is to change the interpretation of pub-
lished significance tests in a way that is hard to analyze quantitatively.
(1968a, 245)

The response to question 14 shows that economists made it hard in the
1990s to analyze quantitatively, in Kruskal’s sense, the real world rele-
vance of their “significant” results. It’s the problem of insisting on sig-
nificance, encouraged by the incentives to publish—as numerous econo-
mists have noted in cynical amusement or despairing indignation.

The core confusion over the meaning of significance testing, alas, has
gotten worse, as shown in table 7.3. For example, fully 78 percent of the ar-
ticles in the 1990s engaged in what we call “sign econometrics” (question
11). In the 1980s, 53 percent did, troubling enough. Sign econometrics is
worse for scientific thinking when the economist does not report confidence
intervals. Perhaps because they are not often trained in the error-regarding
traditions of engineering or chemistry, economists seldom report confidence
intervals. Thus Hendricks and Porter, in “The Timing and Incidence of Ex-
ploratory Drilling on Offshore Wildcat Tracts” (1996, 404), write, “In the
first year of the lease term, the coefficient of HERF is positive, but not sig-
nificant. This is consistent with asymmetries of lease holdings mitigating
any information externalities and enhancing coordination, and therefore re-
ducing any incentive to delay.” “HERF” is Hendricks and Porter’s Herfin -
dahl index of the dispersion of leaseholdings among bidders at auction. Yet

Is Economic Practice Improving? � 85



86 � The Cult of Statistical Significance

the reader is nowhere told how much HERF changed the probability the
winners would engage in exploratory oil drilling.

Over two-thirds of the articles in the 1990s ranked the importance of
their estimates according to the absolute values of the test statistics, ig-
noring the estimated size of the economic impact (question 10). In other
words, asterisk econometrics became in the 1990s a good deal more pop-
ular in economics (it has long been popular in psychology and sociology),
increasing over the previous decade by 44 percentage points. Bernanke
and Blinder (1992, 905, 909), Bernheim and Wantz (1995, 547), and
Kachelmeier and Shehata (1992, 1130), for example, published tables fea-
turing a hierarchy of p-, F-, and t-statistics, the totems of asterisk econo-
metrics. Two decades ago Zellner pointed out that a sample of eighteen
articles in 1978 never had “a discussion of the relation between choice of
significance levels and sample size” (one version of the problem we em-
phasize here) and usually did not discuss how far from 5 percent the test
statistic was. Zellner remarked coolly that “there is room for improve-
ment in analysis of hypotheses in economics and econometrics” (1984,
277–80). It would seem so.

The econometrician Jeffrey Wooldridge (2004) agrees strongly with
our claim that statistical significance is not a necessary or sufficient con-
dition for economic significance, and he makes the point in his fine intro-
ductory textbook on econometrics (2000). Wooldridge wrote in 2004, “I
attend too many empirical workshops where the sizes of the coefficients
are not discussed”—which is simply more evidence, he believes, “that
econometric practice may indeed be in trouble” (577). He is certainly cor-
rect to caution, however, that some researchers, as he puts it, “push” mag-
nitudes of economic significance in ways they should not. His is an asser-
tion about the ethics of communication in science and public affairs that
we find both poignant and understudied.

But even Wooldridge balks. “Pushing” an economically large though
noisily estimated effect is not a misuse—or a “stretch,” as he says—of
professional ethics. It is precisely the ethical thing to do. To argue other-
wise is to fall into the mistaken belief that statistical significance can pro-
vide a screen through which the results can be put, to be examined then
for substantive significance if they make it through the significance screen.
This is a superstition, though widely believed. Statistical significance is
not necessary for a coefficient to have substantive significance and there-
fore cannot be a suitable prescreen. As we showed in our 1996 article,
the noisily estimated benefit-cost ratio of about 4:1 in the state of Illinois
unemployment insurance program is one such instance. The loss of jobs



TABLE 7.4. If Only Statistical Significance Is Said to Be of Importance at Its First Use
(Question 7), Then Statistical Significance Tends to Decide the Entire Argument

Does Not Consider the Test Decisive
(Question 16)

No Yes Total

Considers more than the test at the first No 80 7 87
use (Question 7) Yes 32 18 50

Total 112 25 137

Source: 137 of 187 full-length articles published in the American Economic Review in the 1990s
and analyzed in Ziliak and McCloskey 2004a.

Note: No means “did the wrong thing.” Yes means “did the right thing.” In the 1980s data the first
row was 86–10–96.
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and wages attendant to the action no change in employment policy—
which is what the mechanical rule of statistical significance suggested—
we find disturbing. It would be no “stretch” at all to bring it to the at-
tention of economists. A similar point could be made about the failure
we have mentioned of the U.S. Department of Labor to release certain
black urban unemployment rates.

And we do not agree with Wooldridge’s claim that we “oversell” the
extent and error of sign and asterisk econometrics. He cites Bernheim and
Wantz (1995)—an article that we would say exemplifies the very problems
both Wooldridge and we are complaining about—and defends them on
the grounds that “while the coefficients have the signs they expect from
theory, they are not willing to claim additional support for their theory be-
cause the effects are statistically insignificant” (2004, 579). The problem
we see—and we believe Wooldridge will on reflection agree with us—is
that claiming additional support for the negative signs because the effects
are statistically significant is invalid. A tightly fit and negatively signed
coefficient on bond yield may be in effect, for economic purposes, zero,
that is, substantively insignificant. As we’ve argued at length, and as
Wooldridge (2000) suggests in his textbook, sign without size, and sign
without size without confidence intervals, and sign without size without
confidence intervals without loss functions, is simply beside the point.

One more asterisk
To rest like eyes of dead fish—
Rigor mortis stars.

Table 7.4 shows what an article looks like in other respects if statisti-
cal significance is the only criterion of importance in the article at first use.
Of 137 full-length articles published in the 1990s (the inadvertent selection



studied in our 2004 article), 80 made both mistakes (question 7 � No and
question 16 � No). Looking at the data in our 2004 articles, of the 87 ar-
ticles using only statistical significance as a criterion of importance at first
use, fully 80 of the 87 considered statistical significance the last word.
Cross tabulations on the 1980s data reveal a similar though slightly better
record.

What is most distressing, however, is the increasing conflation of sta-
tistical and economic significance, indicated by the responses to questions
16 and 7. The main findings are:

• Seventy-nine percent of the 187 empirical articles published in the
1990s in the American Economic Review did not distinguish statisti-
cal significance from economic significance (question 16). In the 1980s,
70 percent did not—scandalous enough. 

• At the first use of statistical significance, typically in the “Estimation”
or “Results” section of an article, 60 percent in the 1990s did not con-
sider anything but the size of the test statistics as a criterion for the in-
clusion of variables in future work. In the 1980s, 53 percent (question
7)—seven percentage points fewer—did so.
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How Big Is Big in Economics?

The art of designing all experiments lies even more in arranging
matters so that � [the correlation coefficient] is as large as possible
than in reducing �2

x and �2
y [the variance].

student 1923, 271

Of course, not everyone gets everything wrong. The American Economic
Review over the past two decades has been filled with superb economic
science. In our opinion a good fraction of all the articles we read can be
described this way—even though a supermajority make significant mis-
takes in the use of statistical significance. In other words, we do not  accept
the opinion of one eminent econometrician we consulted, who dismissed
our case by remarking cynically that after all such idiocy as we had found
was to be regarded as par for the course in such a contemptible publica-
tion as the American Economic Review. Nor do we agree with a former
editor of the Review, who said that he “basically agreed” with our criti-
cism of statistical significance but then added that “Young people have to
have careers” and so the abuse should continue.

In the survey of the articles published in the 1990s we decided that we
should show the names of the economists with their scores. It seemed to
be the only way to prevent the reply, at any rate from the very authors
surveyed, that “only idiots do that.” These are not idiots, even those,
such as Chairman Bernanke, who seem not to grasp that Fisherian sig-
nificance is not the same as oomph. They are a selection of the best eco-
nomic scientists of the 1990s, and no one who reads their work with un-
derstanding could seriously claim otherwise. Yet we found that even
Nobel Prize winners continue to commit what most careful students of

89



the matter would consider grammar school errors in the use of statisti-
cal significance.

Table 8.1 reports the author rankings by economic significance in five
brackets. If an article chose between fifteen and nineteen actions correctly,
as Gary Solon’s article did (1992), then it is in the top bracket, the best if
not perfect practice. We note with pleasure, by the way, that economists
(Goldin, Allen) from our own field of economic history wrote two of the
eight articles in the top bracket—and the Zimmerman, Solon, and Craig
and Pencavel articles can be easily described as studies in labor history
and the history of ideas, meaning that five of the eight articles in the top
category are historical. No surprise, we say. If, on the other hand, an ar-
ticle chose only between six and eight actions correctly, as Gary Becker,
Michael Grossman, and Kevin Murphy did (1994), then it is in the fourth
or “poor” bracket, second to last.

There’s faint evidence in these data of what psychologists call the “re-
liability” of the survey, namely, that the same author making an appear-
ance in different articles tends to score roughly the same on both occa-
sions (or in one case—Angrist’s 3 scores of Good—on all occasions).
“Faint,” we said. Three Exemplary authors, for example, reappeared in
a lower category—Good, Poor, or Very Poor—though, unhappily for the
power of such a test, no others from the Exemplary category reappeared
at all. In 20 of 39 cases of double appearances in the 1990s (N � 187) an
author spanned more than one rank; in other words, about half the time.
We did not consider articles by authors making 3 or more appearances.
Nor did we make any adjustment for double appearances that involve
coauthors, or a different set of coauthors, in relation to single-author ar-
ticles. We suspect that if one did make these and other kinds of adjust-
ments—such as “author maturity,” however defined—the frequency of
rank change would diminish, pushing the distribution closer toward the
perfect diagonal.

The null hypothesis of zero reliability would imply a flat distribution
across successive ranks. Table 8.2 shows the actual distribution. Consis-
tent authors would produce only diagonal entries: Exemplary- Exemplary,
Good-Good, Fair-Fair, and so forth. In reality a little less than a third were
consistent, that is, “on the diagonal.” The either/or rhetoric of signifi-
cance, coupled with the common pool problems associated with multiple
authorship, enables such inconsistency. That is one explanation for the
scattered ranks. But, to make again the central point of our book, how far
is far from flat or diagonal?

90 � The Cult of Statistical Significance



15–19 Yes Answers: Exemplary
Solon [6/92]
Zimmerman [6/92]
Goldin [9/91]
Craig and Pencavel [12/92]
Anderson and Holt [12/97]
Gali [12/91]
Hercowitz and Sampson [12/91]
Ransom [3/93]
Ciccone and Hall [1/96]
Allen [3/92]
Davis and Haltiwanger [12/99]
Ausubel [12/90]

12–14: Good
Simon [12/98]
Angrist and Evans [6/98]
Berk, Hughson, and Vandezande [9/96]
Myagkov and Plott [12/97]
Gordon and Bovenberg [12/96]
Angrist [12/95]
Gilligan [12/92]
Hoover and Sheffrin [3/92]
Benhabib and Jovanovic [3/91]
Angrist [6/90]
Cecchetti, Lam, and Mark [6/90]
Baker and Benjamin [9/97]
Paxson [3/92]
Blank [12/91]
Froot and Obstfeld [12/91]
Wilcox [9/92]
Cogley and Nason [6/95]
Pesando [12/93]
Watson [3/94]
Del Boca and Flynn [12/95]
Wolfram [9/99]
Engel and Hamilton [9/90]
Ghosh and Masson [6/91]
Cooper and Haltiwanger [6/93]
Kashyap and Wilcox [6/93]
Banks, Blundell, and Tanner [9/98]

9–11: Fair
Brainerd [12/98]
Calomiris and Mason [12/97]
Morrison and Schwartz [12/96]
Landers, Rebitzer, and Taylor [6/96]
Guiso, Jappell, and Terlizzese [3/96]
Borjas [6/95]
Kaminsky [6/93]
Calvo and Leiderman [3/92]

Fair and Shiller [6/90]
Sauer and Leffler [3/90]
Schachar and Nalebuff [6/99]
Craft [12/98]
Dyck [9/97]
Genesove and Meyer [6/97]
Pontiff [3/97]
Rosenszweig and Wolpin [12/94]
Currie and McConnell [9/91]
Hendry and Ericsson [3/91]
Pitt, Rosenzwieg, and Hassan [12/90]
Berry, Levinsohn, and Pakes [6/99]
Yano and Nugent [6/99]
Ham, Sveinar, and Terrell [12/98]
Hallock [9/98]
Rajan and Zingales [6/98]
Ichnowski, Shaw, and Prennushi [6/97]
Nalbantian and Schotter [6/97]
Wilhelm [9/96]
Fuchs [3/96]
Rotemberg and Woodford [3/96]
Griliches and Cockburn [12/94]
James [9/93]
Forsythe, Nelson, Neumann, and Wright

[12/92]
Stratman [12/92]
Lin [3/92]
Viscusi and Evans [6/90]
King, Plosser, Stock, and Watson [6/91]
Hamilton [3/92]
Coleman [3/96]
Christiano and Eichenbaum [6/92]
Metrick [3/95]
Bakshi and Chen [3/96]
Evans, Farrelly, and Montgomery [9/99]

6–8: Poor
Mendelson, Nordhaus, Shaw [9/94]
Fernald [6/99]
Gali [3/99]
Murray, Evans, and Schwab [9/98]
Alesina and Peroti [12/97]
Harrigan [9/97]
Dorwick and Quiggin [3/97]
Chevalier and Scharfstein [9/96]
Levin, Kagel, and Richard [6/96]
Trefler [12/95]
Felstein [6/95]
Mark [3/95]
Ashenfelter and Krueger [12/94]
Gale and Scholz [12/94]

(continues)
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Cohen [6/93]
Altonji, Hayashi, and Kotlikoff [12/92]
Bernanke and Blinder [9/92]
Card [9/90]
Aitken and Harrison [6/99]
Levine and Zervos [6/98]
Blonigen [6/97]
Hines [12/96]
Henderson [9/96]
Laitner and Juster [9/96]
Grinblatt, Titman, and Wermers [12/95]
Lemieux, Fortin, and Frechette [3/94]
Hanes [9/93]
Blundell, Pashardes, and Weber [6/93]
Kachelmeier and Shehata [12/92]
Wolff [6/91]
Hardouvelis [9/90]
Wright [9/90]
Card and Krueger [9/94]
Burman and Randolph [9/94]
Palfrey and Prisbrey [12/97]
Peek and Rosengren [9/97]
Levitt [6/97]
Cardia [3/97]
Hamilton [3/97]
Foster and Rosenweig [9/96]
Hendricks and Porter [6/96]
Ayers and Siegelman [6/95]
Jones and Kato [6/95]
Meyer, Viscusi, and Durbin [6/95]
Fuhrer and Moore [3/95]
Shea [3/95]
Becker, Grossman, and Murphy [6/94]
Persson and Tabellini [6/94]
Alogoskoufis and Smith [12/91]
Fair and Dominguez [12/91]
Bohn [12/90]
Cecchetti [3/92]
Feenstra [3/94]
Nousair, Plott, Riezman [6/95]
Lewis [9/95]
Burnside and Eichenbaum [12/96]
Milyo and Waldfogel [12/99]
Burda and Gerlach [12/92]
Knetter [6/93]
Gruber [6/94]
Bizjak and Coles [6/95]
Cason [9/95]

Cawley and Philipson [9/99]
Leitch and Tanner [6/91]
Friedman and Kuttner [6/92]
Lewbel [9/94]
Gu and Kuhn [6/98]
Cooper, Kagel, Lo and Gu [9/99]
Goldberg and Maggi [12/99]

6: Very Poor
Frankel and Romer [6/99]
Krozner and Stratman [12/98]
Bernard and Jones [12/96]
Munnell, Tootell, Browne, and

 McEneany [3/96]
Attanasio and Browning [12/95]
Marin and Schnitzer [12/95]
Chevalier [6/95]
Currie and Thomas [6/95]
Bronars and Grogger [12/94]
Krozner and Rajan [9/94]
Kim and Singal [6/93]
Bronars and Deere [3/93]
Kashyap, Stein, and Wilcox [3/93]
Falvey and Gemmell [12/91]
Keeley [12/90]
Ramey and Ramey [12/95]
Hamermesh and Biddle [12/94]
Keane [9/93]
Grossman [9/92]
Cukierman, Edwards, and Tabellini

[6/92]
Wolak and Kolstad [6/91]
Keane and Runkle [9/90]
Roberts and Tybout [9/97]
Engel and Rogers [12/96]
Besley and Case [3/95]
Levine and Renelt [9/92]
Trejo [9/91]
Brainard [9/97]
Bernheim and Wantz [6/95]
Ito [6/90]
Stavins and Jaffe [6/90]
Hallman, Porter, and Small [6/91]
Cecchetti, Kayshap, and Mark [12/97]
Levin and Stephan [3/91]
Lewbel [6/96]
Duffy and Ochs [9/99]
Dahl and Ransom [9/99]

Source: All full length articles that use tests of statistical significance published in the American Eco-
nomic Review, January 1980–December 1989, excluding the Proceedings (McCloskey and Ziliak 1996,
105).

Note: “Percent Yes” is the total number of Yes responses divided by the relevant number of articles.
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The Big So What? F1 and F2

But we should ask of our own findings what we ask of our colleagues’
findings, that most terrifying of all seminar questions: so what? What does
it matter that first-rate economists are confusing statistical with substan-
tive significance?

The economist and statistician Milton Friedman (1912–2006) was
from 1943 to 1945 associate director of the Statistical Research Group of
the Division of War Research at Columbia University. The director of the
Research Group, Milton’s boss, was Harold Hotelling, by then a famous
and influential mathematical statistician and Fisher protege. Hotelling and
Friedman’s group included other statistical giants such as Kruskal, Wald,
Wallis, and Jacob Wolfowitz. They were in close contact with Samuel
Wilks, too, a one-time Hotelling student from Columbia who directed a
parallel Statistical Research Group at Princeton. Friedman was, statisti-
cally speaking, among the giants. He was named a fellow of the Ameri-
can Statistical Association, the Econometric Society, and the Institute of
Mathematical Statistics—a triple crown. There is still a nonparametric
test named after him, a test he devised in 1937, an important turning point
in distribution-free analysis. Independent of Neyman, Friedman pioneered
techniques of sequential sampling. And the great statistician and proba-
bilist, Jimmie Savage, himself considered Friedman a statistical “mentor”
(Savage 1971a, 441–42).

Listen to Friedman tell of his experience during the war with statisti-
cal versus substantive significance.

One project for which we provided statistical assistance was the develop-
ment of high-temperature alloys for use as the lining of jet engines and as
blades of turbo superchargers—alloys mostly made of chrome, nickel, and
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TABLE 8.2. How Consistent Are the Authors of the American Economic Review?

What Was the Level of His or Her Lower or Equal
Score on the Other Occasion?

If a Repeating Author Scored
on One Occasion as Well As Exemplary Good Fair Poor Very Poor

Exemplary 1 1 1
Good 2 2 4 1
Fair 1 6 4
Poor 4 7
Very Poor 5

Source: Table 8.1.



other metals. . . . Raising the temperature a bit increases substantially the
efficiency of the turbine, turbo supercharger, or jet engine. . . . I computed
a multiple regression from a substantial body of data relating the strength
of an alloy at various temperatures to its composition. My hope was that
I could use the equations that I fitted to the data to determine the com-
position that would give the best result. On paper, my results were splen-
did. The equations fitted very well [fitted statistically, with high R2] and
they suggested that a hitherto untried alloy would be far stronger than
any existing alloy. . . . The best of the alloys at that time were breaking at
about ten or twenty hours; my equations predicted that the new alloys
would last some two hundred hours. Really astounding results! . . . So I
phoned the metallurgist we were working with at MIT and asked him to
cook up a couple of alloys according to my specifications and test them.
I had enough confidence in my equations to call them F1 and F2 but not
enough to tell the metallurgist what breaking time the equations predicted.
That caution proved wise, because the first one of those alloys broke in
about two hours and the second one in about three. (1985, 48–49)

Friedman learned in the 1940s that statistical significance is not the same
as substantive, metallurgical significance. You can’t derive metallurgical
facts and propositions from the facts and propositions of statistical sig-
nificance only. Speaking in terms of the ancient argument from sorites
Friedman and his team knew a fast from slow “breaking time.” And if F1
and F2 had not been tested by the metallurgists independent of the re-
gression equation—in economics one might think of policy simulations,
calibrated independently, of any tests of significance—and if the statisti-
cal significance of their qualities had been relied on in the making of air-
plane wings, thousands of airmen would have died. That is why our point
matters. That’s the answer to So What?

Here’s another example. The notion that a nation’s prices, let us say
American prices, are determined by the exchange rate and prices in the
world is called “purchasing power parity.” The usual test of whether pur-
chasing power parity is true will regress prices in the United States on
prices corrected for exchange rates abroad:

Pus � � � �(exchangerate)(Pelsewhere) � 
.

Why would you want to know such a thing? If you were the chairman of
the Federal Reserve Board and wanted to know whether your policy was
controlling inflation, it would be more than a matter of idle curiosity to
know whether foreign inflation rather than your bold manipulation of 
the federal funds rate was important. The null hypothesis of such a test is
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� � 1, that is, that foreign inflation causes American inflation, adjusted
for the exchange rate, in exact proportion. A 1 percent inflation in the price
level of the world causes, with a given exchange rate, is a 1 percent infla-
tion in the United States. If the coefficient is lower—far above or below
1.0—the relation is not exactly described by purchasing power parity. (But
 beware: a strange relationship, � � 	3.456, say, is still a relationship and
could be substantively important for macroeconomic policy.)

In a well-known article of 1978 Irving Kravis and Richard Lipsey per-
formed such a test. At conventional levels of t the Kravis-Lipsey equation
“fails.” Purchasing power failed the Whether test. But unfortunately that
is the metaphysical not the scientific question. The scientific question—
How close to exactly 1.00 does � have to be before one “accepts” pur-
chasing power parity?—did not get answered. It is not the same question
as “How high is the t-statistic for a null of � � 1.00?” The scientifically
relevant question is a question of how big the parameter of interest is, not
the Fisherian question of how probable the data are, given the null hy-
pothesis, a purely sampling problem, constrained by the stability of the
underlying distributions and so forth. You can ask how much oomph the
foreign price has. Or you can ask how frequently the oomph is modified
by “sampling error” on the strange assumption that a time series is a
“sample” of some universe. The first question is clearly the relevant one.
Yet Kravis and Lipsey, along with most of their colleagues, substituted the
second, sampling question for the first, oomph question.

Being good economists, Kravis and Lipsey were evidently made a lit-
tle uncomfortable by their own rhetoric. They admitted that “each ana-
lyst will have to decide in the light of his purposes whether the purchas-
ing power relationships fall close enough to 1.00 to satisfy the theories”
(1978, 214). That’s right. In the next sentence, though, they again lost
sight of the need for an explicit, substantive standard of How Big: “As a
matter of general judgment we express our opinion that the results do not
support the notion of a tightly integrated international price structure.”
They did not say in the text what the quantitative standard for their judg-
ment was. They drifted away from oomph and toward the standard error.
They substituted metaphysical judgments along the probability line, 0 to
1.0, for scientific judgments of how big is big in a regression coefficient.

In a footnote they reported the judgments of the economists Hendrik
Houthakker, Gottfried Haberler, and Harry Johnson that a � within the
range 0.8 to 1.2 would pass muster. And in fact most of their fitted equa-
tions fell within such a range. They nonetheless concluded, “We think it
unlikely that the high degree of national and international arbitrage that
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many versions of the monetarist theory of [sic: they meant “the Mundell-
Johnson monetary approach to”] the balance of payments contemplate is
typical of the real world. This is not to deny that the price structures of
the advanced industrial countries are linked together, but it is to suggest
that the links are loose rather than rigid” (Kravis and Lipsey 1978, 243;
italics supplied). Every italicized word involves a quantitative compari-
son along some scale of what constitutes unlikelihood or highness or typ-
icality or looseness or rigidity. Yet nowhere in their article, and hardly
ever in the tortured literature of purchasing power parity, was a standard
proposed—other than the irrelevant one of R. A. Fisher’s Rule of Two.

To be quite fair, Kravis and Lipsey were well above the average—some
two or three standard deviations, we would judge—in their sensitivity to
the need to have some standard. They returned to the issue repeatedly, if un-
easily. But they rejected in one unpersuasive sentence the only substantive
standard so far proposed in the literature—the so-called Genberg-Zecher
criterion of whether international price integration is much less than inte-
gration within a single country. If Britain and Japan and the United States
are as closely integrated in prices as are Belfast–London or Nagasaki–
Hakadote or New York–Los Angeles then economically speaking there is
no sense to treating the international price levels as independent.1 If a coun-
try is treated as a geographical point in space, then so should the two coun-
tries with similar correlations of prices. That is a quantitative standard giv-
ing an economically relevant scale along which to judge How Big.

Kravis and Lipsey did distinguish between economic and statistical
significance.2 Even small differences between domestic and export prices,
they noted, can make a big difference in the incentive to export: “This is
a case in which statistical significance does not necessarily connote eco-
nomic significance” (1978, 205). Precisely. If the world showed a � of
0.99999 but the econometrician had a gigantically large sample and pro-
duced therefore a standard error of .00000001, she would presumably
not conclude that purchasing power parity had “failed.”

Yet this is what the usual tests do. In another article of 1978 J. D.
Richardson regressed Canadian prices on American prices corrected for
the exchange rate and concluded, “It is notable that the ‘law of one price’
[another name for purchasing power parity] fails uniformly. The hypoth-
esis of perfect commodity arbitrage is rejected with 95 percent confidence
for every commodity group” (1978, 347; italics supplied). But why would
it matter in an imperfect world if “perfect” arbitrage, � � 1.000000, say,
were “rejected” by the irrelevant standard of sampling variability?
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Jacob Frenkel is an enthusiast for purchasing power parity as such
things go among economists. When late in his career he became president
of the Bank of Israel he doubtless applied it to policy recommendations.
But in 1978 Frenkel, like more than 70 percent of his colleagues publish-
ing in the next decade in the American Economic Review, was bewitched
by the ceremony of statistical significance. He wrote that “if the market
is efficient and if the forward exchange rate is an unbiased forecast of the
future spot exchange rate, the constant [in an equation of the spot rate
today as a function of the future rate for today quoted yesterday] . . .
should not differ significantly from unity” (1978, 175; italics supplied).
Here he means “not statistically significantly different from 1.00,” which
is what he finds. In a footnote on the next page, though, he argues that
“while these results [are statistically significant] . . . the 2–8 percent errors
were significant.” Here he means “economically significant in some un-
specified sense, perhaps as offering opportunities for profit.”

Similarly Paul Krugman wrote in 1978 that “there are several ways in
which we might try to evaluate purchasing power parity as a theory. We
can ask how much it explains [i.e., by using the irrelevant and non-
economic criterion of fit]; we can ask how large the deviations from . . .
parity are in some absolute sense; and we can ask if the deviations . . . are
in some sense systematic” (1978, 405; italics supplied). The defensive
phrases “in some absolute sense” and “in some sense” betrays his unease.
There is no “absolute” sense in which a description is good or bad. France
is a hexagon, roughly, for some purposes; for others not. The sense must be
compared to a standard, and the standard must be economically relevant.

No economic hypothesis predicts that some � will be equal to 1.000000
“absolutely.” Any scientific hypothesis is a matter being close enough. The
decisions the scientist makes on what constitutes “closeness,” as Abraham
Wald said in 1939, “depend entirely on the special purposes of the inves-
tigator” (1939, 302). For purposes of making money on the foreign ex-
changes it might be necessary to have great exactitude, � � 1.000 � .002,
say. But for the purpose of properly allowing for the international causes
of American inflation it may be adequate to have a much rougher idea, 
� � 0.90 � 0.20, say. For such a purpose, in fact, if �—the influence of for-
eign prices on American prices—were almost anything nonzero it would
matter for economic policy. As we said, a loose or strange relation is still
a relationship. Gosset and Friedman knew what to do with a loose or
strange relation. Fisherians, like most economists, don’t.
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9

What the Sizeless Stare Costs, 
Economically Speaking

The economic approach seems (if not rejected owing to aristocratic
or puritanic taboos) the only device apt to distinguish neatly what
is or is not contradictory in the logic of uncertainty.

bruno de finetti 1971, 486–87

You cannot “test” mechanically for nonzero along some scale that has no
dimension of substance and cost. How many molecules do you suppose
you share with William Shakespeare? We mean molecules in your body
that were once in his? Surprisingly, the correct answer, in view of the im-
mense number of molecules in a human body and the operation of decay
and Brownian motion, is “quite a few.” But for most questions—such as
“What is the chance I will be the next Shakespeare?”—the correct answer
is “negligible; roughly zero.” Real scientific tests are always a matter of
how close to zero or how close to large or how close to some parameter
value, and the standard of how close must be a substantive one, inclusive
of tolerable loss.

If the Employment Subsidy Is Good 
for White Women, Then . . .

Testing economic hypotheses in no particular dimension yields a spaced-
out economics, and points to the wrong policies. Consider, for example,
an article in the American Economic Review in the 1980s that estimated
benefit-cost ratios in an Illinois experiment concerning unemployment in-
surance. We have mentioned it several times. In brief, the experiment paid
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a cash bonus for giving an unemployed person a job (September 1987).
In the so-called Employer Experiment the firms were given “a marginal
wage-bill subsidy, or training subsidy, . . . [in order to] reduce the dura-
tion of  insured unemployment” (517). In the control group the workers
were paid the same subsidy, only this time the check was mailed directly
to their homes. The main benefit of the training subsidy from the point
of view of the state of Illinois was the reduction in unemployment bene-
fits needed once the worker is back in employment. To this should be
added, among other things, the benefit in the self-respect of the worker
and the amount her labor adds to state economic output. But suppose we
consider only the simplest cash accounting, as it appears the authors did.
The “cost” of the experiment was the dollars of tax money spent on the
subsidy. So a benefit-cost ratio of 4.29 means that the state saved $4.29
for each dollar it spent.

Here is how the authors interpreted their findings: “The fifth panel . . .
shows that the overall benefit-cost ratio for the Employer Experiment is
4.29, but it is not statistically different from zero. The benefit-cost ratio
for white women, . . . however, is 7.07, and is statistically different from
zero. . . . The Employer Experiment affected only white women” (1987,
527; italics supplied). The 7.07 ratio “affects,” they said, the 4.29 did not.
This is a mistake. The best guess of the researchers was that the state got
$4.29 for every dollar spent. The estimate was fuzzy, speaking of random
sampling error alone. But that does not mean it is to be taken as zero.
The program worked very well. By reporting that the 4.29 ratio was not
“significant,” and therefore supposing that it was in fact zero, and there-
fore not telling the policymakers that they should use it, the economists
hurt the taxpayers of Illinois and immiserized the unemployed.

A fair question to ask of the Illinois experiment is how noisy? Just how
weak was the signal-to-noise ratio, assuming that one thinks the measure
is captured by the calculations of sampling error? The answer underscores
the arbitrariness of Fisher’s 5 percent ideology—the Type I error was about
12 percent (p 
 .12). That is to say, the 4.29 benefit-cost ratio was in the
pilot study statistically significant at about the .12 level. In other words, the
estimate was not all that noisy. A pretty strong signal for a very strong
 employment program. It was ignored.

By contrast, Joshua D. Angrist (three scores of Good in the 1990s)
does well, in his “The Economic Returns to Schooling in the West Bank
and Gaza Strip” (1995, 1065–1087), asking a question of oomph right
from the outset. “Until 1972,” Angrist writes, “there were no institutions
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of higher education in these territories. . . . By 1986, there were 20 insti-
tutions granting post-high school degrees in the territories. As a conse-
quence, in the early and mid 1980’s, the labor market was flooded with
new college graduates. This article studies the impact” (1064). In a first
regression Angrist estimates the magnitude of wage premiums earned by
the influx of skilled workers on the distribution of wages in Israel.

The first column of Table 2 shows that the daily wage premium for
working in Israel fell from roughly 18 percent in 1981 to zero in 1984.
Beginning in 1986, the Israel wage premium rose steeply. By 1989, daily
wages paid to Palestinians working in Israel were 37 percent higher than
local wages, nearly doubling the 1987 wage differential. The monthly
wage premium for working in Israel increased similarly. These changes
parallel the pattern of Palestinian absences from work and are consis-
tent with movements along an inelastic demand curve for Palestinian
labor. (1072, italics supplied)

No mention of statistical significance. The reader is told the magnitudes.
She knows the oomph. The inelastic demand curve, not the exact p-value,
is the object of policy relevance.

Yet even Angrist falls back into asterisk econometrics (his article is
Good, not Exemplary). On page 1079 he is testing alternative models and
emphasizes that “the alternative tests are not significantly different in five
out of nine comparisons (p � 0.02), but the joint test of coefficient equal-
ity for the alternative estimates of [�t] leads to rejection of the null hy-
pothesis of equality” (1079). To which his better nature should say, “Nu?”

Solon Gets It

David Zimmerman, in his “Regression toward Mediocrity in Economic
Stature” (1992), and especially the well-named Gary Solon, in his “Inter-
generational Income Mobility in the United States” (1992), set a rare stan-
dard for the field. Zimmerman revisits Galton’s seminal study of “rever-
sion” in stature in fathers and sons, replacing “stature” with earnings
from labor. Solon asks a similar question, focusing on intergenerational in-
come mobility. How much, Solon wonders, is a son’s economic well-being
fated by that of his father? Line by line Solon asks the question “how
much?” and each time gives an answer. Previous estimates, observes
Solon, had put the father-son income correlation at about 0.2 (394). A
new estimate, a tightly fit correlation of 0.20000000001***, would say
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nothing new of economic significance. And a well-fitting correlation with
the “expected sign” would say nothing at all.

Solon’s attempts at a new estimate, on pages 397–405, refer only once
to statistical significance (1992, 404). Instead, he writes eighteen para-
graphs on economic significance: why he believes the “intergenerational
income correlation in the United States is [in fact] around 0.4” (403) and
how the higher correlation changes the optimistic American stories about
mobility—in which individual initiative, not your father’s income, is sup-
posed to matter. Notice the respect for the approximate nature of social
statistics in his very phrasing of “around 0.4” instead of the 0.40768934
his computer undoubtedly spewed out. Solon’s article, we would guess, is
three or four standard deviations above the average of the AER. It
changed our minds, which is one reasonable test for the quality of a sci-
entific article read by scientists in the relevant field. Before reading the
 article one of us was very unwilling to believe that America was anything
less than a land of opportunity. Real science changes ones mind. That’s
one way to see that the proliferation of unpersuasive significance tests is
not real science.

“Minimum Wages and Employment: A Case Study of the Fast-Food
Industry in New Jersey and Pennsylvania” by David Card and Alan B.
Krueger (1994a), by contrast, is about average for cogency in statistical
testing. It does not in significance testing change one’s mind. The article
typifies the standard errors of the AER. But it is well above the average
in many other features of scientific seriousness, and for those reasons it did
change minds, though we expect that those changes already leaned to-
ward the expected ideology. We would like to meet the Chicago School
economist who now believes, having studied Card and Krueger, that mar-
ginal productivity curves do not slope down. In any event, Card and
Krueger most admirably and scientifically designed their own surveys, col-
lected their own data, talked on the telephone with firms in their sample,
and visited firms that did and did not respond to their survey, all of which
is most unusual among economists. Their example seems in recent years
to have raised scientific standards in economics. It matches the typical
procedure in economic history, for example, or the best in empirical soci-
ology and experimental physics.

But not for its use of statistical significance. Their sample was drawn
to study prices, wages, output, and employment in the fast food industry
in eastern Pennsylvania and western New Jersey before and after New
Jersey raised its minimum wage above the national, and more to the point
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above the Pennsylvanian, levels. On pages 775–76 of the article (and pp.
30–33 in their book on the subject [1994b]), they report their crucial test
of the conventional labor market model. The chief prediction of the con-
ventional model is that full-time equivalent employment in New Jersey
relative to Pennsylvania would fall following the increase in the New Jer-
sey minimum wage. Specifically their null hypothesis says that the differ-
ence in difference is zero—that “change in employment in New Jersey”
minus “change in employment in Pennsylvania” should equal zero if, as
they suppose, the minimum wage does not have economic oomph. If they
find substantively that the difference in difference is zero (other things
equal), then by raising the minimum wage the progressive state of New
Jersey gets the wage gains without loss of employment—a good thing for
workers. Otherwise, New Jersey employment under the raised minimum
wage will fall, perhaps by a lot—a bad thing for workers, as conventional
and free-market opinion in economics would expect.

Yet Card and Krueger fail to test the null they claim. Instead they test
two distinct nulls, “change in employment in New Jersey � zero” and (in
a separate test) “change in employment in Pennsylvania � zero.” In other
words, they compute t-tests for each state, examining average full-time
equivalent employment before and after the increase in the minimum
wage. But they do not test the (only relevant) difference in difference null
of zero. They report on page 776 a point estimate suggesting that em-
ployment in New Jersey increased by “0.6” of a worker per firm, from
20.4 to 21.0—rather than falling as enemies of the minimum wage would
have expected. Then they report a second point estimate suggesting that
employment in Pennsylvania fell by 2.1 workers per firm from 23.3 to
21.2. “Despite the increase in wages,” they conclude from the estimates,
“full-time equivalent employment increased in New Jersey relative to
Pennsylvania. Whereas New Jersey stores were initially smaller, employ-
ment gains in New Jersey coupled with losses in Pennsylvania led to a
small and statistically insignificant interstate difference in wave 2” (1994a,
776; italics in original).

Card and Krueger ran the wrong test (recall that testing the wrong null
was less common in the AER during the 1980s [table 6.1, question 4]).
They reject a null of zero change in employment in New Jersey, having
found an average difference, estimated noisily at t � 0.2, of 0.6 workers
per firm. They do not discuss the power of their tests, though the Penn-
sylvania sample is larger by a factor of five. They practice asterisk econo-
metrics (with a “small and statistically insignificant interstate difference”).
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A confidence interval around the New Jersey estimate could easily lead
to the opposite conclusion—that average employment fell. And yet they
emphasize acceptance of their favored alternative with italics. Further at-
tempts to measure with multiple regression analysis the size of the em-
ployment effect, the price effect, and the output effect, though technically
improved, are not argued in terms of economic significance. That’s the
main point after all: how small is small? Card and Krueger miss their
chance to say.

Douglas B. Bernheim and Alan Wantz do similar work in their article
“A Tax-Based Test of the Dividend Signaling Hypothesis” (1995). They
report that “the coefficients [in four regressions on their crucial variable,
high-rated bonds] are all negative. . . . However, the estimated values of
these coefficients are not statistically significant at conventional levels of
confidence” (543). The basic problem with sign econometrics, and with
the practice here, can be imagined with two price elasticities of demand
for, say, insulin, both estimated tightly so far as sampling variability is
considered, one at size 	0.1 and the other at 	4.0. Both are negative,
and both would be treated as “success” in establishing that insulin use
“responded to price.” It’s Samuelsonian economics, qualitative theorems.
But the policy difference between the two estimates is of course enormous.
Economically (and medically) speaking, for most imaginable purposes
	0.1 is virtually zero. But when you are doing sign econometrics you ig-
nore the size of the elasticity, or the dollar effect of the bond rating, and
say instead, “the sign is what I expected.”

Becker Still Doesn’t Get It

The cost to scientific enlightenment of following the wrong decision rule
is especially clear in “An Empirical Analysis of Cigarette Addiction”
(1994), by Gary Becker, Michael Grossman, and Kevin Murphy, which we
mentioned earlier. You can see that we do not want to be accused of mak-
ing our lives easy by picking on the less eminent economic scientists: we
have criticized Card, Krueger, Kravis, Lipsey, Krugman, Bernanke, and
Blinder, eminent all, and now Grossman, Murphy, and especially Becker.
Becker, we have mentioned, was a Nobel laureate, and Murphy was a
2005 winner of a MacArthur Foundation “genius” award. We realize, of
course, that in 1994 Becker, the senior coauthor, was not himself per-
forming the econometrics. But we suppose he played a role with Murphy
and Grossman in the econometric interpretation.
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Sign and asterisk econometrics decide nearly everything in the Becker
article, but most irrelevantly the “existence” of addiction.

Our estimation strategy is to begin with the myopic model. We then test
the myopic model by testing whether future prices are significant pre-
dictors of current consumption as they would be in the rational-addic-
tive model, but not under the myopic model. . . . According to the pa-
rameter estimates of the myopic model presented in Table 2, cigarette
smoking is inversely related to current price and positively related to in-
come. (Becker, Grossman, and Murphy, 1994, 403–4)

And then: “The highly significant effects of the smuggling variables (ldtax,
sdimp, and sdexp) indicate the importance of interstate smuggling of cig-
arettes.” It equates economic with statistical significance, as if addiction
to cigarettes is valued in no currency.

But, as Kruskal put it, echoing Neyman and Pearson from 1933, “The
adverb ‘statistically’ is often omitted, and this is unfortunate, since statis-
tical significance of a sample bears no necessary relationship to possible
subject-matter significance of whatever true departure from the null hy-
pothesis might obtain” (1968a, 240). With N � about 1,400, Becker,
Grossman, and Murphy can with high power reject a nearby alternative
to the null—an alternative different, but trivially different, from the null.
At high sample sizes, of course, all null hypotheses are rejected, by math-
ematical fact, as we have noted, without having to look at the data. No
magic of instrumental variables is going to change that. Yet the authors
conclude that “the positive and significant past-consumption coefficient is
consistent with the hypothesis that cigarette smoking is an addictive be-
havior” (1994, 404). They are indulging in sign econometrics, with pol-
icy implications.

When sign econometrics meets asterisk econometrics the mystification
redoubles.

When the one-period lead of price is added to the 2SLS models in Table
2, its coefficient is negative and significant at all conventional levels. The
absolute t ratio associated with the coefficient of this variable is 5.06 in
model (i), 5.54 in model (ii), and 6.45 in model (iii). These results sug-
gest that decisions about current consumption depend on future price.
They are inconsistent with a myopic model of addiction, but consistent
with a rational model of this behavior in which a reduction in expected
future price raises expected future consumption, which in turn raises cur-
rent consumption, while the tests soundly reject the myopic model.
(Becker, Grossman, and Murphy 1994, 404)
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Eventually they report (though they do not interpret) the estimated
magnitudes of the price elasticities of demand for cigarettes. But their way
of finding the elasticities is erroneous. Becker, Grossman, and Murphy set
themselves a positivist standard of showing from the outside the “ratio-
nality” of addiction. They have not done so. They think they have shown
a Whether. But Whether is not quantitative science. (They are, inciden-
tally, inferring individual behavior from statewide data, which sociolo-
gists call the ecological fallacy.) Perhaps what they have shown is that sta-
tistics play multiple roles.

There are some other roles that activities called “statistical” may, un-
fortunately, play. Two such misguided roles are (1) to sanctify or pro-
vide seals of approval (one hears, for example, of thesis advisors or jour-
nal editors who insist on certain formal statistical procedures, whether
or not they are appropriate); (2) to impress, obfuscate, or mystify (for ex-
ample, some social science research articles contain masses of undigested
formulas [or tests of significance] that serve no purpose except that of in-
dicating what a bright fellow the author is). (Kruskal 1968b, 209)
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10

How Economics Stays That Way:
The Textbooks and the Referees

Small wonder that students have trouble [learning significance test-
ing]. They may be trying to think.

w. edwards deming 1975, 152

The proximate cause of the unhappy situation in economics is that almost
all the teachers of econometrics claim that statistical significance is the
same thing as scientific significance. The econometrician David Hendry,
for example, is famous for saying “test, test, test,” where the phrase means
“Fisher, Fisher, Fisher,” and most statistical textbooks in any field, from
advanced theoretical statistics down to the merest cookbook, recommend
the same (Hendry 1980).

A few get it right. Morris DeGroot, a Roosevelt University graduate
(1952) and a distinguished statistician and teacher of several Nobel lau-
reates in economics at Carnegie-Mellon University, wrote as follows in
his exemplary textbook of 1975.

It is extremely important . . . to distinguish between an observed value
of U that is statistically significant and an actual value of the parame-
ter. . . . In a given problem, the tail area corresponding to the observed
value of U might be very small; and yet the actual value . . . might be so
close to [the null] that, for practical purposes, the experimenter would
not regard [it] as being [substantively] different from [the null]. (496).

DeGroot does not leave the matter as a throwaway point, a single sentence
in an otherwise Fisherian tract, as so many of even the minority of statis-
tics books that so much as mention the matter do. On the contrary, he
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goes on, “It is very likely that the t-test based on the sample of 20,000 will
lead to a statistically significant value of U. . . . [The statistician] knows
in advance that there is a high probability of rejecting [the null] even when
the true value . . . differs only slightly from [the null]” (497).

But few econometrics textbooks make the distinction between statis-
tical and economic significance. Even the best do not give equal empha-
sis to economic significance, to balance the scores, sometimes hundreds,
of pages devoted to explaining Fisherian significance. In the texts widely
used in the 1970s and 1980s, for example, when bad practice was be-
coming standard, such as Jan Kmenta’s Elements of Econometrics (1971)
or John Johnston’s various editions of Econometric Methods (1963, 1972,
1984), there are no mentions of the distinction. Peter Kennedy, in his A
Guide to Econometrics (1985), briefly mentions that a large sample al-
ways gives “significance.” This is part of the point, but not nearly all of
it, and in any case it is relegated to an endnote (62). He says nothing else
on the matter.

Clive Granger on Not Mentioning 
Economic Significance

Arthur Goldberger gives the topic of “Statistical vs. Economic Signifi-
cance” a page of his A Course in Econometrics (1991), quoting a little ar-
ticle by McCloskey in 1985. Goldberger’s lone page has been flagged as un-
usual. The same Clive Granger reviewed four econometrics books in the
March 1994 issue of the Journal of Economic Literature and wrote that
“when the link is made [in Goldberger between economic science and the
technical statistics] some important insights arise, as for example the sec-
tion [well . . . the page] discussing ‘statistical and economic significance,’
a topic not mentioned in the other books” by R. Davidson and J. G. Mac -
Kinnon; W. H. Greene; and W. E. Griffiths, R. C. Hill, and G. G. Judge
(Granger 1994, 118; italics supplied).

Not mentioned. That is the standard for education in econometrics and
statistics at the advanced level. The three stout volumes of the Handbook
of Econometrics (Griliches and Intriligator 1983–86) contain a lone men-
tion of the point, unsurprisingly by Edward Leamer.1 In the 732 pages of
the Handbook of Statistics there is one sentence by Florens and Mouchart
(Maddala, Rao, and Vinod 1993, 321). Aris Spanos has in his impressive
Probability Theory and Statistical Inference tried to crack the Fisher mo-
nopoly on advanced econometrics, but even Spanos, a Hendry student,
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looks at the world with a sizeless stare (1999, 681–728). His history of
hypothesis testing has in any case been ignored.

In the heyday of rational expectations macroeconomics, for example,
its leading practitioners did not get the statistical point even approxi-
mately right (Lucas and Sargent 1981). No wonder. As in so many other
fields, the econometrics of rational expectations has been entirely incon-
clusive. Many articles were produced, many t-tests performed, many ca-
reers smoothly advanced. No scientific findings yet. For example, in “Ra-
tional Expectations, the Real Rate of Interest, and the Natural Rate of
Unemployment,” even so fine an economic scientist as Thomas Sargent is
thrilled to find that the “F statistic for regression (3) . . . is now 4.5, which
exceeds the value of 2.503 [given to four significant digits, observe] . . .
and so is even more significant statistically. Thus, the test continues to
point toward rejection of the natural rate hypothesis” (Sargent 1981, 197;
italics supplied). Uh huh.

One might argue that our point is so elementary and obvious that ad-
vanced books take it as given—though note that Sargent in 1981 didn’t
understand it (and neither, come to think of it, did in 1981 or 1964–68 his
graduate school classmate McCloskey). Economy of style would dictate
that the unqualified word significance, its exact meaning, economic or sta-
tistical, be supplied by the sophisticated reader. Under such a hypothesis
the contemporary usage would be no more than a shorthand way to refer
to an estimated coefficient.

In the elementary courses is the elementary point made? Takeshi
Amemiya’s advanced textbook in econometrics (1985), for instance, never
distinguishes economic from statistical significance. He recommends that
the student prepare for his highly theoretical book “at the level of John-
ston, 1972.” Examine Johnston, then, as Amemiya recommends, in John-
ston’s most comprehensive edition (1984). Johnston uses the term eco-
nomic significance once only, rather late in the book, while discussing a
technique commonly used outside of economics, without contrasting it
with statistical significance, on which he has lavished by then hundreds of
pages: “It is even more difficult to attach economic significance to the lin-
ear combinations arising in canonical correlation analysis than it is to
principal components” (333; italics supplied).

At the outset, in an extended example of hypothesis testing spanning
pages 17 to 43, Johnston goes about testing in the orthodox Fisherian
way. In a toy example he tests the hypothesis that “sterner penalties” for
dangerous driving in the United Kingdom would reduce road deaths, and
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concludes that “the computed value [of the t-statistic] is suggestive of a re-
duction, being significant at the 5 percent, but not at the one percent level”
(Johnston 1984, 43).

What does this mean? Johnston suggests that at a more rigorous
level—1 percent—you might not act on the result, although acting on it
would have saved about 100,000 lives in the United Kingdom over the
period 1947–57. Johnston has merged statistical and policy significance.
Sterner penalties, according to his data, save lives. The rigorously 
1  percent statistician, Johnston implies, would ignore this fact. By what
warrant?

Johnston does recommend at the end of his book a sensible “Cairn-
cross Test” (1984, 509–10). Sir Alec Cairncross (1911–98) was an eco-
nomic historian and professor of economics of legendary learning and
common sense, an economic consultant greatly admired in British and
 international circles. His doctoral dissertation was a pioneering piece of
historical economics. The Cairncross criterion was: “Would Sir Alec be
willing to take this model to Riyadh?” That is, would he use it for advis-
ing on real economic development in real places? But significance testing,
Sir Alec told one of us, is not what he had in mind. He reported of his
 experience at His Majesty’s Treasury after the war that his fellow econo-
mists, fresh from the first courses in econometrics, would give in the morn-
ing one significant estimate of the elasticity of demand for British exports
and quite another significant one by evening (Cairncross 1992). Cairn-
cross didn’t believe either.

A tenacious defender of the prevailing method might argue that John-
ston in turn had assumed that his readers got their common or Gosset
sense from still more elementary courses and books. Johnston directs the
reader who has difficulty with his first chapter to a “good elementary
book” (1984, ix), mentioning Hoel’s Introduction to Mathematical Sta-
tistics (1954), Mood’s Introduction to the Theory of Statistics (1950), and
Fraser’s Statistics: An Introduction (1958). These are fine books. Mc-
Closkey first learned mathematical statistics from a later book co-au-
thored by Mood, although she would not describe that one, or the others,
quite as “elementary.” The Mood and Graybill book gives a treatment of
power functions, for example, which a modern economist would do well
to read.

But none of the three books, or Mood and Graybill, makes a distinc-
tion between substantive and statistical significance. Hoel, for example,
writes:
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There are several words and phrases used in connection with testing hy-
potheses that should be brought to the attention of students. When a test
of a hypothesis produces a sample value falling in the critical region of
the test, the result is said to be significant; otherwise one says that the
 result is not significant. (1954, 176; italics in original)

R. A. Fisher Significance. That Is All

The old classic by W. Allen Wallis and Harry Roberts, which we have
mentioned a couple of times, Statistics: A New Approach, first published
in 1956, is an exception.

It is essential not to confuse the statistical usage of “significance” with
the everyday usage. In everyday usage, “significant” means “of practical
importance,” or simply “important.” In statistical usage, “significant”
means “signifying a characteristic of the population from which the
 sample is drawn,” regardless of whether the characteristic is important.
(1956, 385; italics supplied)

The point has been revived in some elementary statistics books, though
not in most of them. In their leading book the statisticians David Freed-
man, Robert Pisani, and Roger Purves (1978) could not be plainer. In one
of the numerous places in the first edition in which they make the point
they write:

This chapter . . . explains the limitations of significance tests. The first
one is that “significance” is a technical word. A test can only deal with
the question of whether a difference is real, or just a chance variation. It
is not designed to see whether the difference is important. (487; italics
supplied; compare 501, Appendix, 23)

The distinction is emphasized, as we’ve said, in the elementary books by
Ronald J. Wonnacott and Thomas H. Wonnacott (1982, 160 [one of the
brothers is an economist, the other is a statistician]) and admirably in
David S. Moore and George P. McCabe (1993, 474). In econometrics Jef-
frey Wooldridge (2000) is another standout, comparatively, we have
noted, devoting about three pages to the matter. But three pages out of
scores or hundreds? Is that the right proportion?

Some simple souls in other fields got it right. Economists are an arro-
gant lot and think of sociologists, psychologists, and educational re-
searchers as beneath them in sophistication. But researchers in these fields
have considered the difference between substantive and statistical signifi-
cance.2 Empirical sociology would be less easy for economists to sneer at
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if more economists realized that a good many sociologists grasped the el-
ementary statistical point decades before even a handful of the economists
did (Morrison and Henkel 1970). Psychologists have known about the
difference for many decades, although, like economists, most of them con-
tinue to ignore it.

A Few Economists Have Protested

Of late the protest in and around economics has grown a little louder, but
it is still scattered. The statisticians James Berger and Robert Wolpert, in
1984, though making a slightly different point (the Bayesian one that Jef-
freys and Zellner emphasize), noted the large number of theoretical stat-
isticians engaging in “discussions of important practical issues such as
‘real world’ versus ‘statistical’ significance”: Schlaifer (1959); Pratt, Raiffa,
and Schlaifer (1961 [1995]); Edwards, Lindman, and Savage (1963); I. J.
Good (1981); Simonoff (2003); and the like. What we find bizarre,
though, is that in the mainstream statistical literature this “important”
point is hardly mentioned, and it is ignored by econometricians.

Among economists the roll of honor is likewise short relative to the
thousands who have misused it. Consider F. Y. Edgeworth, Abraham
Wald, Bruno de Finetti, J. M. Keynes (virtually), Ragnar Frisch, Oskar
Lange, Leonard “Jimmie” Savage, Arnold Zellner, Arthur Goldberger,
A. C. Darnell, Clive Granger, Edward Leamer, Milton Friedman, Robert
Solow, Kenneth Arrow, Morris DeGroot, Howard Raiffa, Thomas
Schelling, Zvi Griliches, Jack Hirshleifer, Glen Cain, Gordon Tullock,
Lester Telser, Gary Solon, Joel Horowitz, Daniel Hamermesh, Jeffrey
Wooldridge, Scott Gordon, Thomas Mayer, Erik Thorbecke, Nathan Berg,
Allan Würtz, David Colander, Jan Magnus, and Hugo Keuzenkamp—all
these are not dunces and they haven’t minced words.3 Recently, to pick
one among the small, bright stream of revisions of standard practice that
appear in our mailboxes, Clinton Greene (2003) has applied the argu-
ment to time-series econometrics, showing that tests of cointegration
based on arbitrary levels of significance miss the economic point. The tests
are neither necessary nor sufficient for scientific findings.

A famous econometrician told us recently that he didn’t bother to teach
The Point because his students at a leading graduate school were “too
 stupid” to do anything but the 5 percent routine. We find his response
 unreasonable and more than a little unethical. In 1986 the late Zvi Griliches
made The Point but in a confused way illustrating the failure of the leaders
of economics to take responsibility for their erroneous teachings: “Here
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and subsequently, all statements about statistical ‘significance’ should not be
taken literally. . . . Tests of significance are used here as a metric for dis-
cussing the relative fit of different versions of the model. In each case, the
actual magnitude of the estimated coefficients is of more interest” (Griliches
1986, 146). Notice his use of the comparison-of-models defense. Griliches
had acted earlier as a commentator on a presentation by McCloskey, in
1984, at the American Economic Association annual meetings in Dallas.
The experience appears to have made him sensitive to the charge that R. A.
Fisher tests have a narrow and usually scientifically irrelevant meaning. But
he never did explain the sense in which tests of significance could be used
as “a metric for relative fit” and in particular why one would care about rel-
ative “fit” rather than “the actual magnitude of the estimated coefficients.”

What is going on? We asked William Kruskal a couple of years before
his death, “Why did significance testing get so badly mixed up, even in the
hands of professional statisticians? Why did your devastating survey on
‘significance’ in the International Encyclopedia of the Social Sciences
(1968a, with a version in Kruskal and Tanur 1968 [1978]) have no ef-
fect?” “Well,” replied Kruskal, smiling sadly, “I guess it’s a cheap way to
get marketable results.”

So it would seem. Finding statistical significance is simple, and pub-
lishing statistically significant coefficients survives at least that market test.
Cheap t-tests, becoming steadily cheaper with falling computational costs,
have in equilibrium a marginal scientific product equal to their cost. Entry
ensures it. Edgeworth said so at the dawn. He corrected Jevons, who had
concluded that a “3 or 4 per cent” difference in the volume of commer-
cial bills is not economically important: “[B]ut for the purpose of science,
the discovery of a difference in condition, a difference of 3 per cent and
much less may well be important” (Edgeworth 1885, 208). It is easy to see
why: a statistically insignificant coefficient in a financial model, for ex-
ample, may nonetheless give its discoverer an edge in making a fortune.
And a statistically significant coefficient in the same model may be offset
in its exploitation by transaction costs.

The Miseducation of an Econometrician

In economics the problem does not originate in the late 1930s with the
Cowles Commission. It originates in the writings of Harold Hotelling ten
years earlier.4 But at Cowles the problem certainly worsened. In 1936 a
Second Annual Research Conference on Economics and Statistics was
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held, a Cowles conference, in Colorado Springs. In attendance were many
luminaries such as Irving Fisher, Corrado Gini, and Ragnar Frisch. Harold
Hotelling was a large presence, but a still larger one was Hotelling’s men-
tor on matters statistical, Ronald A. Fisher, who gave a paper on “The
Significance of Regression Coefficients” (Fisher 1936).

The significance of Cowles econometrics, and the influence of the Fisher-
Hotelling relationship, is exemplified by the rhetorical history of Trygve
Haavelmo’s classic, “The Probability Approach in Econometrics” (1944),
for which Haavelmo was awarded the Nobel Prize in 1989. Mary Morgan
writes, “Haavelmo’s work marks the shift from the traditional role of
econometrics in measuring the parameters of a given theory [which is the
role of such techniques in Gosset’s guinnessometrics and in much of chem-
istry and physics] to a concern with testing those theories” (1990, 257; ital-
ics supplied). Haavelmo’s article was crucial for bringing probability into
the foundation of econometric thinking. Yet Morgan gives no sign in her
otherwise comprehensive history of the coming of modern econometrics,
Jevons to Haavelmo, that she grasps the absurdities of a Fisherian test cri-
terion that was quickly adopted by the probabilistic econometricians.

Haavelmo himself certainly didn’t grasp it. He initially hoped to de-
velop a systematic approach to scientific explanation using—get this—
personal probability (1958, 357). Later, in his classic article of 1944, he
believed he was adopting “Neyman-Pearson” procedures. But he appears
not to have realized that Neyman and Pearson were both anti-Bayesian
and anti-Fisherian.5 And so Haavelmo, Tjalling Koopmans, and the pio-
neer of most things econometric, Jan Tinbergen (who was awarded the
Nobel Prize in 1969), adopted Fisher-significance as though Neyman and
Pearson, or before them de Finetti, or before him Gosset, had never writ-
ten (Koopmans 1937, in Hendry and Morgan, eds., 1995). That’s what we
mean when we say with Morgan that Haavelmo “marks a shift”: though
clearly he had intentions to work in Bayesian-personal-probabilistic and
Neyman-Pearson frameworks, the fact is that he and the luminaries at the
Colorado meetings adopted Fisher’s method as the one and only.

Tinbergen, like Haavelmo, is a paradox, too. Tinbergen, Morgan
notes, employed in 1939 the “classical” (her revealing name for the Fish-
erian) tests, though also an amazing fifteen other tests, including the com-
paring of simulations in the style of physics and engineering (Morgan
1990, 113). Tinbergen, like many of the early econometricians, began life
as a physicist, as did his student Tjalling Koopmans (Nobel Prize, 1975),
the great propagandist for the division of the empire of economics into
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econometric and mathematical-economics provinces. The fathers of
econometrics—Frisch excepted—ignored their better training (Frisch
[1934]). James Buchanan and Aris Spanos have drawn our attention to a
debate in 1949 between a deeply Fisherian Koopmans and the Virginia
economist Rutledge Vining during the controversy over the introduction
of Cowles Commission methods as against the descriptive empiricism of
the National Bureau of Economic Research (Vining 1949). Vining at-
tacked Koopmans’s proposed “strait jacket on economic research”—
which subsequently the profession donned with exultation—and then
quoted George Udny Yule, a Pearson protege, speaking in the early 1940s:
“[T]here has been a completely lopsided—almost a malignant—growth of
sampling theory. . . . Caution, common sense and patience . . . are quite
likely to keep [the experimenter] more free from error . . . than the man
of little caution and common sense who guides himself by a mechanical
application of sampling rules. He will be more likely to remember that
there are sources of error more important than fluctuations of sampling.”6

William Sealy Gosset couldn’t have put it better.
Lawrence Klein (Nobel Prize, 1980) reinforced the Fisherian tech-

niques for economics in the Samuelsonian age of economics, 1947 to the
present. Klein was the first PhD student of Paul Samuelson (Nobel Prize,
1970) at MIT. Samuelson suggested to Klein that he apply Tinbergen’s
methods to American data. In his very first published scientific paper, in
1943, Klein uses words that were to become formulaic for those who fol-
lowed him: “The role of Y in the regression is not statistically significant.
The ratio of the regression coefficient to its standard error is only 1.812.
This low value of the ratio means that we cannot reject the hypothesis
that the true value of the regression coefficient is zero.”7

That Samuelson had a hand in bringing t-testing to American econom-
ics is perhaps significant. At the time Samuelson was busy claiming that
economic theory could be qualitative, a fatal turn in economics made offi-
cial by his modestly entitled Foundations of Economic Analysis (1947) and
reinforced by the existence-theorem techniques of his influential brother-
in-law, Kenneth Arrow. In other words Samuelson, through Klein, brought
the qualitative turn to empirical work as well. It does not matter, said Klein
and Samuelson (Arrow on this statistical point in fact demurring), how big
the effect of coefficient on Y is. What matters is whether its effect is there
at all, discernible, significantly different from zero. What matters, they said,
is Whether, not How Much.
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Deming Tried to Save Management

Around the time that Hotelling, Haavelmo, Tinbergen, Koopmans, and
Klein were taking econometrics down the Fisherian road, W. Edwards
Deming was trying to take business management into the Sealy Gosset
promised land (Deming 1938, 1961, 1982; see also Andrea Gabor’s lucid
intellectual biography [1992]).

In 1938 Deming published a little book on statistical methods, Statis-
tical Adjustment of Data. Today people know Deming as the father of
quality control, a role that suits him only if one thinks of Walter Shewhart
(1929, 1931) as the grandfather. Shewhart got there first, at Bell Tele-
phone, before he taught an already mature but curious Deming everything
he could. Deming was easy to teach. Like Shewhart, he had been trained
as a physicist and engineer, and by the late 1930s he was already an ap-
plied statistician of the first rank. When Ronald Fisher himself met Dem-
ing, the Englishman was simultaneously seduced and repelled by Dem-
ing’s no-nonsense, Iowa farm boy style. In the 1938 book Deming warned
business managers in no uncertain terms, as we have noted, that “Statis-
tical ‘significance’ is by itself not a rational plan for action” (30). Like
Gosset, whom he knew and admired, Deming saw that size matters in in-
ductive decisions all the way down. And, also like Gosset, he saw that the
scientist’s job is to minimize the whole error—not merely sampling error
from one experiment (29–31).

But in America and Europe, operation researchers and business plan-
ning teams would not listen. They were entranced by the easy gains imag-
ined in Haavelmo-Kleinometrics. Events forced Deming to change his
strategy (not his mind). Rhetorically speaking he became more waspish—
imitating the forceful, authoritarian rhetoric of Ronald Fisher—to better
steer management away from it. This he tried to do for the next fifty years.
Only in Japan did he succeed.

His attempt late in life to bring the ideas back to his own country in
Out of the Crisis was designed as a must read for the more statistically
sophisticated American managers of its generation. It was an In Search of
Excellence for techies. Published in 1982 and marketed heavily in 1986,
Out of the Crisis was one of Deming’s last attempts to “transform,” as
he puts it, the “Western style of management,” to “halt the decline of
Western industry” (18). The book offers “14 points” for “the removal of
the deadly diseases and obstacles” to long-term profits and productivity.
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Deming in 1982 believed that a widespread, Western industrial failure
to understand “variation” was in fact the number-one “disease” or “ob-
stacle” to industrial success. And yet to analyze the variation he did not
 accede to the use of tests of statistical significance, Fisherian or otherwise.
On page 20 he says clearly (crediting Lloyd S. Nelson, the director of sta-
tistical methods for the Nashua Corporation, for helping him appreciate
the point): “The central problem of management in all its aspects, includ-
ing planning, procurement, manufacturing, research, sales, personnel,
 accounting, and law, is to understand better the meaning of variation, and
to extract the information contained in variation.” That is, watch closely
when something is above or below the routine and jump on it.

Trained in statistics at the dawn of the Fisherian revolution, one would
think that Deming, a longtime employee of the U.S. Department of Agri-
culture who once admired Fisher enough to travel to London to meet him
and then spent a year with him in London on sabbatical, would merely
follow the herd. He never did.

There are many other books on so-called quality control [Deming
wrote]. Each book has something good in it, and nearly every author is
a friend and colleague of mine. Most of the books nevertheless contain
bear traps, such as reject limits, . . . areas under the normal curve, ac-
ceptance sampling. . . . The student should also avoid passages in books
that treat confidence intervals and tests of significance, as such calcula-
tions have no application in analytic problems in science and industry.
(Deming 1982, 369; italics supplied)

Deming did not believe most firms in industry to be in a situation de-
scribed by and required for the proper use of tests on experimental data (in
this one sense he and Fisher agreed). Like Harold Jeffreys before him
(1931, 1939a), Deming came to believe that management should not pre-
dict with the aid of classical tests of significance, Fisher’s analysis of vari-
ance, and the like. Managers need instead “degrees of belief” (1982, 132).
He saw a need to allocate the degrees of belief among hypotheses, given the
data, rather than, as the Fisherians do, calculating the probability of the
data given the hypothesis (“maximum likelihood” without a prior). He
saw in quality control, in other words, what we have seen in economics,
epidemiology, and many other fields: the fallacy of the transposed condi-
tional married to the sizeless stare of statistical significance. He observed
how “statisticians and management . . . misguide each other and keep the
vicious cycle [of calculating and reporting t-tests] going” (133). Testima-
tion closed their minds to the real variations that actually mattered.
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Deming’s earlier book, Sample Design in Business Research (1961),
shows him as a longtime enemy of Fisher’s null-hypothesis testing ritual.
Published while he was a professor of statistics in the business school at
New York University, the message of Sample Design to “statisticians
themselves” and “executive[s] in business” (v) is plain.

The standard error of a result does not measure the usefulness thereof.
The standard error, however helpful in the use of data from samples,
only gives us a measure of the variation between repeated samples. . . .
It does not mean that the persistent components of the non-sampling er-
rors are small. It is important, for such reasons, I believe, not to focus at-
tention on the standard error alone. . . . In my own practice, I steadfastly
refuse to compute or to discuss the interpretation of the standard error
when large operational non-sampling errors are obviously present.
(1961, 55–56)

Compare Gosset’s “real” error. And in case the reader was lost in a fog of
Fisher’s sampling-only procedures, and therefore not paying attention,
Deming made his point from the opposite direction, too, emphasizing the
primacy of oomph, the “usefulness” criterion, even at the risk of allow-
ing a wider Type I error.

It is possible for a result to be useful and still to possess a wide standard
error. A result obtained by definitions and techniques that have been
drawn up with care, and carried out by excellent interviewing and su-
pervision may have a wide standard error because the sample was small;
yet such a result might well be preferable to one obtained with a bigger
sample, with a smaller standard error, but whose definitions, techniques,
and interviewing were out of line with the best practice and knowledge
of the subject matter. (56–57)

Of course. In the preface to Sample Design, he wrote: “Statistical theory
shows how mathematics, judgment, and substantive knowledge work to-
gether to the best advantage” (v). Or should.

Despite Deming, American Management Science 
Went into the Crisis

The main journals of management and organization theory today take
the standard error as decisive. One of the leading journals recently pub-
lished an article purporting to “test the Deming model” of management.
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The article reveals little grasp of Deming’s disdain for Fisher’s error.
Thomas J. Douglass and Lawrence D. Fredendall’s “Evaluating the Dem-
ing Management Model,” published in Decision Sciences (2004), “tests”
the relevance of Deming’s model to the service sector of the economy—
hospitals in particular. Their figure 2, which “overlays significant paths
onto the conceptual Deming management model” is off the shelf testi-
mation (408–9; italics supplied). “The study,” they explain, “was con-
ducted within the General Medical Hospitals (SIC 8062) industry. [Total
quality management] has been recommended to the members of this in-
dustry as a strategy that will assist them in dealing with their turbulent en-
vironment. . . . Thus, this context was expected to provide an excellent
platform on which to test the subject model” (405).

The authors establish a nonexperimental setting for what they allege
to be a quantitative, experimental test. They have no controls, whether
experimental or observational, for determining the relative economic im-
pact of the Deming model. Therefore they have no basis for judging How
Much. That is, they do not know how much the hospitals improved. They
do not watch for variation and jump on it. They depend throughout on
a merely qualitative meaning of significance, exactly what Deming spent
his career attacking. A table on page 409 features “a change in chi-
square”—celebrating the increase in chi-square, in amounts above 5 per-
cent significance, achieved as variables were added to regressions: “Top
management team involvement, our measure of visionary leadership, was
significantly related to both quality philosophy (t � 10.80, p � .001) and
supplier involvement (t � 7.59, p � .001). Therefore, Hypothesis 1 is
supported. . . . In our study, ‘the authors continue’ we did not find sig-
nificant relationships between continuous improvement and financial
 performance or customer satisfaction. With respect to the. . . audit score
(t � 1.79, p � .10), marginal significance was found. Therefore, Hy-
pothesis 7 was generally not supported” (407–8). Deming himself asked
of any service or product how in the eyes of the user it could be improved.
No matter.

The authors prepared a table 3—results from the structural model—
allegedly supporting their claims. But it is untranslatable as to oomph. 
It contains chiefly asterisks: ***, denoting p � .001; ** and * denoting 
p � .01 and .05, attached to numbers that are nowhere defined by size,
units, averages, standard deviations, or meaning for profit or decision. In
other words, in a major journal of the academic study of business the “sig-
nificant” numbers are assigned no meaning except their Fisherian signifi-
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cance. The Deming model was not tested. It is an anti-Deming testimation
of Deming.

If You Can’t Go �, Go Scientific—with a Small s

We are sometimes told that “You’re rehashing issues decided in the 1950s”
or “But the hot new issue is [such and such instrumental variable tech-
nique]” or “I have a metaphysical argument about why a universe should
be viewed as a sample.” When we are able to get such people in a hurry to
slow down and listen to what we are saying, which is not often, we dis-
cover that in fact they do not grasp our main point and that their own
practice shows that they do not.

It is dangerous, for example, to mention Bayes in this connection be-
cause the reflexive reply of most econometrically minded folk is to say
“1950s” or “I don’t know my prior” and have done with it. Our main
point is not Bayesian—although we honor the Bayesians such as Leamer
and Zellner, who have made similar, and also some different, criticisms of
econometric practice, and we do confess a prejudice. But our point about
the sizeless stare (as against testimation) has nothing to do with Bayes’s
rule. It applies to the most virginal classical regressions.

Our experience is that in the rare cases when people do suddenly grasp
our point—that fit and importance are not the same—they are appalled.
McCloskey’s colleague at the University of Illinois at Chicago, Lawrence
Officer, describes himself this way, for example. They realize with a jolt
that most of what has been done in research on the economy since the be-
ginning of econometrics, including their own work, needs to be redone.
The wrong variables have been included, for example, which is to say that
errors in specification have vitiated the conclusions. Mistaken policies
have been recommended. Science has been turned off the track.

We believe we have shown from the American Economic Review over
the two last decades what economic scientists from Edgeworth to Gold-
berger have been saying: science is about magnitudes. Seldom is the mag-
nitude of the sampling error the chief scientific issue. A reader sympa-
thetic with the established view might reply that it’s not the size that
counts; it’s what you do with it. But that, too, is mistaken. As Friedman’s
alloy regression and hundreds of other statistical experiments reveal, what
matters is size and what you do with it. Scientific judgment, like any judg-
ment, is about loss functions—what R. A. Fisher was most persistent in
denying.
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What should economists do? They should act more like the Gary Solons
and the Claudia Goldins. They should be economic scientists, not calcu-
lators recording 5 percent levels of significance. In his acceptance speech
for the Nobel Prize, Robert Solow put it this way.

[Economists] should try very hard to be scientific with a small s. By that
I mean only that we should think logically and respect fact. . . . Now I
want to say something about fact. The austere view is that “facts” are
just time series of prices and quantities. The rest is all hypothesis testing.
I have seen a lot of those tests. They are almost never convincing, pri-
marily because one senses that they have very low power against lots of
alternatives. There are too many ways to explain a bunch of time series.
And sure enough, the next journal will contain an article containing
slightly different functional forms, slightly different models. My hunch
is that we can make progress only by enlarging the class of eligible facts
to include, say, the opinions and casual generalizations of experts and
market participants, attitudinal surveys, institutional regularities, even
our own judgments of plausibility. My preferred image is the vacuum
cleaner, not the microscope. (1988 [1997], 203–4)

Solow recommends that economists “try very hard to be scientific with a
small s”; the authors we have surveyed in the AER, by contrast, are try-
ing very hard to be scientific with a small t (or a large one, if that’s the way
the null is set up).

As Solow says, it’s almost never persuasive. In a way the lack of per-
suasion by t and F is encouraging. Despite the surface rhetoric of Fisher-
ian tests that would imply a change of mind, no one, as we said, changes
her mind. New data changes it. New theories. New authorities. New
metaphors. New stories. New testimony. New experimental design. But
never so far as we have been able to ascertain new t-statistics.

It has become a common challenge to put to the proud econometri-
cians, gobbling up more and more of the graduate curriculum in eco-
nomics and driving the students farther and farther away from con-
frontation of economic thinking with economic facts, what advance in
economic science since the war has turned on a statistical test of signifi-
cance? The answer appears to be: none. Implicitly, then, scientific practice
in economics is agreeing with us: Fisherian tests are almost useless. Sci-
entifically they have little point.

So what? This: economists might have avoided the faith of the 5 per-
centers—and evolved a quantitative science—had they listened to mem-
bers of their own tribe such as Arrow and Zellner. In economics the quan-
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titative revolution will not be complete until what counts as a critical value
in its center is a demonstrated economic significance and not a so-called
statistical significance.

Ziliak was advised to remove our 1996 Journal of Economic Litera-
ture article from his curriculum vitae while job hunting—it wasn’t “seri-
ous” research. “Stay quiet, boy,” was the message, “and follow R. A.
Fisher.” He was given similar advice in January 2004, this time as an as-
sociate professor. He was driving with other economists in an airport shut-
tle bus to the annual meetings of the American Economic Association,
where he and McCloskey would address a very large assembly of econo-
mists. “It’s not a very popular idea,” a noted economist, seated nearby,
 remarked. “You’re going to get slaughtered. But,” he snorted, “you can
always blame it on McCloskey!” In the event we were nothing like
“slaughtered.” The session was a great success—although there is still no
change in the behavior of significance testers.

McCloskey in the late 1990s served fleetingly on the editorial board of
the AER. Each time she saw in a submission that the emperor had no
clothes of oomph she said so. The trouble that McCloskey had with the
routine of statistical testing in economics did not delight the editors. After
a while she and they decided amicably to part. The AER continues to
print articles dominated by meaningless tests of significance.

The situation is strange. Economic scientists—for example, those who
submit articles to the AER or edit or referee it or some other journal or
serve on hiring and grant-making committees—routinely violate elemen-
tary standards of statistical cogency. And yet it is the messengers who are
to be taken out and shot. We have seen this strange sociology in other
fields, such as in sociology itself.

This should cease. The economics profession should set meaningful
standards of economic significance. If the AER or any one of a handful of
other leading journals were to test articles for cogency and refuse to pub-
lish articles that used fit irrelevantly as a standard of oomph, economics
would in a few years be transformed into a field with muscular empirical
standards. True, bad practices are amazingly robust in science, so perhaps
we are being optimistic. At present (we can say this until someone else
starts claiming that in the 2000s practice in economics has improved) we
have shown that economics has no scientifically relevant standards for its
statistical work.

Ask: “Is the article mainly about showing and measuring economic sig-
nificance?” If not, the editor and referees should reject—reject the article,
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that is. It will not reach correct scientific results. Its findings will be biased
by misspecification and mistaken as to oomph. Requiring referees to com-
plete our nineteen-item questionnaire would probably go against the lib-
ertarian grain of the field. A short form would do: “Does the article focus
on the size of the economic effect it is trying to measure or does it instead
recur to irrelevant tests of fit and a coefficient’s statistical significance?” To
do otherwise—continuing to decorate our articles with stars and t’s and
standard errors while failing to interpret size—is to discard our best unbi-
ased estimators and to renege on the promise of modern econometrics:
measurement with theory. No size, we should say, no significance.
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The Not-Boring Rise of 
Significance in Psychology

The earth is round (p � .05).
jacob cohen 1994, 997

Economists, we have noted repeatedly, are not the only scientists to fall
short of real significance. Psychologists have done so for many decades
now. An addiction to transforms of categorical data, a dependence on ab-
solute criteria of Type I error, and a fetish for asterisk psychometrics have
been bad for psychology, as similar mistakes have been for economics.

Since Edwin G. Boring warned in 1919 against mixing up statistical
and substantive significance the quantitative psychologists have been told
by their own people again and again about the sizeless stare. Still they
yawn—such a boring point, ha, ha. Since 1962, when Jacob Cohen pub-
lished his blistering survey of statistical power in the field, psychologists
have been shown in more than thirty additional studies that most of their
estimates lack it (Rossi 1991). Between snores, few psychologists cared.

“Significance Is Low on My Ordering”

Norman Bradburn, a psychologist and past-president of the National
Opinion Research Center, a member and former chair of the Committee on
National Statistics of the National Academy of Sciences, told a story about
p-values in psychology at the memorial service for William Kruskal. Brad-
burn spoke of Kruskal’s gentle demeanor. But “sometimes his irritation at
some persistent misuse of statistics would boil over, . . . as with the author
of an article that used p-values to assess the importance of differences”
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(2005, 3). Bradburn himself was the author in question. “I’m sorry,” wrote
Kruskal, “that this ubiquitous practice received the accolade of use by you
and your distinguished coauthors. I am thinking these days about the many
senses in which relative importance gets considered. Of these senses, some
seem reasonable and others not so. Statistical significance is low on my or-
dering. Do forgive my bluntness” (3).

Despite impressive attempts by such insiders to effect editorial and
other institutional change—impressive at any rate by the standards of an
economics burdened with cynicism in its worldview—educators and psy-
chologists have produced pseudo-significant results in volume. Kruskal,
though as we say a past-president of the American Statistical Association
and a consummate insider, was too gentle to stop it. “Do forgive my blunt-
ness” was as forceful as he got. Neither could Paul Meehl, though a fa-
mous academic psychologist, stop or even much slow down the beat of the
5 percenters. Meehl, by the way, was also a clinical psychologist and was
able to help the difficult Saul Bellow—which astonished Bellow himself.1

The persuasive Meehl became Bellow’s model for Dr. Edvig in Bellow’s
novel Herzog: Edvig was “calm Protestant Nordic Anglo-Celtic.” But
changing the psychology of significance testing seems in psychology too
much even for a calm Protestant Nordic Anglo-Celtic.

The Melton Manual

The history of the Publication Manual of the American Psychological As-
sociation exhibits the depth of the problem. The Manual sets the editorial
standards for over a thousand journals in psychology, education, and re-
lated disciplines, including forensics, social work, and parts of psychiatry.
Its history gives a half century of evidence that reform of statistical prac-
tice won’t succeed if attempted by one science alone. It’s embedded like a
tax code in the bureaucracy of science. The failure of the Kruskals, Co-
hens, Meehls, and others contradicts our own optimistic hope that a
change of editorial practices in the American Economic Review or the
Journal of Political Economy would do the trick in economics. In psy-
chology a large number of useful-sounding manifestos and rewritten edi-
torial policies have not built a rhetoric or culture of size mattering.

In the 1952 first edition of the Manual the thinking was thoroughly
pro-Fisher and anti-Gosset, obsessed with significance: “Extensive tables
of non-significant results are seldom required,” it says. “For example, if
only 2 of 20 correlations are significantly different from zero, the two sig-
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nificant correlations may be mentioned in the text, and the rest dismissed
with a few words.”2 The Manual was conveying what Fisher and Hotelling
and others, such as Klein in economics and A. W. Melton in psychology,
were preaching at the time. In the second edition—twenty years on—the
obsession became compulsion.

Caution: Do not infer trends from data that fail by a small margin to
meet the usual levels of significance. Such results are best interpreted as
caused by chance and are best reported as such. Treat the result section
like an income tax return. Take what’s coming to you, but no more.
(APA Manual 1974, 19, quoted in Gigerenzer 2004, 589)

Recent editions of the Manual—as both critics and defenders of the
establishment observe—do at last recommend that the authors report “ef-
fect size.”3 But as Gerd Gigerenzer, a leading student of such matters, ob-
serves, the fifth edition of the Manual retained also the magical incanta-
tions of p � .05 and p � .01. Bruce Thompson, a voice for oomph in
education, psychology, and medicine, commends the fifth edition for sug-
gesting that confidence intervals are the “best reporting strategy.”4 Yet, as
Thompson and Gigerenzer and Fiona Fidler’s team of researchers have
noted, in Gigerenzer’s words, “The [fifth] manual offers no explanation as
to why both [confidence intervals for effect size and asterisk-superscripted
p-values] are necessary . . . and what they mean” (2004, 594). The Man-
ual offers no explanation for the significance rituals—no justification, just
a rule of washing one’s hands of the matter if p � .05 or t � 2.0.

In psychology and related fields the reforms of the 1990s were nice
sounding but in practice ineffectual. The 2001 edition of the Manual ap-
pears to reflect pressure exerted by editors and scientists intent on keep-
ing their machine for article-producing well oiled. Some twenty-three jour-
nals in psychology and education now warn readers and authors against
the sizeless stare.5 That is about 2 percent of the journals. The other 98
percent are sizeless. Despite the oomph-admiring language in recent edi-
tions of the Manual, published practice in the psychological fields is no
better than in economics.

In 1950 A. W. Melton assumed the editorship of the trend-setting Jour-
nal of Experimental Psychology. In 1962 Melton described what had been
his policy for accepting manuscripts at the journal (1962, 553–57). An
article was unlikely to be published in his journal, Melton said, if it did
not provide a test of significance and in particular if it did not show sta-
tistically significant results of the Fisher type. Significance at the 5 percent
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TABLE 11.1. Outcomes of Tests of Significance in Four Psychology Research
Journals, 1955–56

Number of Number Using Number That
Research Significance Reject at

All Issues From Articles Tests 
.05

Experimental Psychology (1955) 124 106 105
Comparative and Physical Psychology

(1956) 118 94 91
Clinical Psychology (1955) 81 62 59
Social Psychology (1955) 39 32 31

Total 362 294 286

Source: Sterling 1959.
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level was “barely acceptable”; significance at the 1 percent or “better”
level was considered “highly acceptable” and definitely worthy of publi-
cation (544). Melton justified the rule by claiming that it assured that “the
results of the experiment would be repeatable under the conditions de-
scribed.” Uh huh. The statisticians Freedman, Pisani, and Purves have ob-
served sarcastically that “many statisticians would advise Melton that
there is a better way to make sure results are repeatable: namely, to insist
that important experiments be replicated.”6 The 5 percent/1 percent stat-
istician ruled, and the scientific standard of replication fell away in psy-
chology as it had in economics. Gigerenzer et al. (1989) note that after
Melton’s editorship it became virtually impossible to publish articles on
empirical psychology in any subfield without “highly” statistically sig-
nificant results. Some parts of psychology were spared: literary and hu-
manistic psychology, for example. But we do not regard this as good news.
The quantitative parts of a science should not be notable mainly for their
lack of common sense.

In a penetrating article of 1959, “Publication Decisions and Their Pos-
sible Effects on Inferences Drawn from Tests of Significance—or Vice
Versa,” the psychologist Thomas D. Sterling surveyed 362 articles pub-
lished in four leading journals of psychology: Experimental Psychology
(Melton’s journal), Comparative and Physical Psychology, Clinical Psy-
chology, and Social Psychology (Sterling 1959). Table 11.1 shows his re-
sults. Everyone knows—but no one corrects their significance levels for
it—that “significant” results are the only ones that see the printed page.
The fact undermines the claim of significance since the so-called random
sample is selected out of the numerous samples collected exactly for sta-
tistical significance. People in various statistical sciences in the 1950s and
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1960s, complained about publication bias, as the Fisherian machinery took
hold and academic publishing expanded (in economics, for example; see
Arrow 1959; and Tullock 1959). “The problem simply,” Sterling ex-
plained, “is that a Type I error (rejecting the null hypothesis when it is true)
has a fair opportunity to end up in print when the correct decision is the
acceptance of H0. . . . The risk stated by the author cannot be accepted at
its face value once the author’s conclusions appear in print” (1959, 34).

Sterling was therefore not surprised when he found that only 8 of 294
articles published in the journals and using a test of significance failed to
reject the null. Nearly 80 percent of the articles relied on significance tests
of the Fisherian type to make a decision (286 of 362 published articles).
And, though Sterling does not say so, every article using a test of signifi-
cance—that is, those 80 percent of all the articles—employed Fisher’s 5
percent philosophy exclusively. (Melton’s stricter rule of 1 percent was
adopted by some of the journals.) The result “shows that for psycholog-
ical journals a policy exists under which the vast majority of published ar-
ticles satisfy a minimum criterion of significance” (Sterling 1959, 31).

Sterling observed further that despite a rhetoric of validation through
replication of experiments—to which Gosset gave much of his scientific
life, by the way, quite unlike Fisher, who preferred to do more elaborate
statistical calculations on existing data—not one of the 362 research ar-
ticles was a replication of previously published research.7 From his data
Sterling derived two propositions.

A1: Experimental results will be printed with a greater probability if
the relevant test of significance rejects H0 for the major hypothesis with
Pr(E� H0) 
 .05 than if they fail to reject at that level.

A2: The probability that an experimental design will be replicated be-
comes very small once such an experiment appears in print. (1959, 33)

He understated. Nearly certainly an experimental result that “fails to re-
ject” will not be printed, and by A. W. Melton with probability 1.0. And
why actually replicate when the logic of Fisherian procedures gives you a
virtual replication without the bother and expense? Why not go ahead
and use the alloys F1 and F2 in airplanes? After all, p � .05.

“A picture emerges,” wrote Sterling with gentle irony, “for which the
number of possible replications of a test between experimental variates
is related inversely to the actual magnitude of the differences between
their effects. The smaller the difference the larger may be the likelihood
of repetition” (1959, 33). Sterling concluded that “when a fixed level of



significance is used as a critical criterion for selecting reports for dissem-
ination in professional journals it may result in embarrassing and unan-
ticipated results” (31). In a recent study similar to Sterling’s, Hubbard
and Ryan (2000) found that in twelve APA-affiliated journals between
1955 and 1959 fully 86 percent of all empirical articles published had
employed the 5 percent accept/reject ritual.8 Educational psychology and
other subfields of education had meantime taken the same turn.9 They
continue therefore to yield embarrassing and unanticipated—in plain
words, wrong—results.

Some Psychologists Tried to Ban the Test

Joined by a few academic students of education, some psychologists,
alarmed by the oil slick of the standard error, tried to ban it outright.
Startlingly, the American Psychological Association arranged in the 1990s
symposia to discuss the banishment of statistical significance testing from
psychology journals. In 1996 an APA Task Force on Statistical Inference
was appointed to investigate the matter. In 1997 Psychological Science
published the proceedings of the first symposium. Some of the main crit-
ics of statistical significance, such as Jacob Cohen, Robert Rosenthal,
Harold Wainer, and Bruce Thompson, served on its twelve-member jury.
Such a  selection would be highly unlikely in economics, where such com-
mittees become sites for exercise of power in aid of established ideas. A
similar committee of the American Economic Association formed to in-
vestigate the over-formalization of graduate education in economics (e.g.,
the theoretical econometrics without training in other means of investi-
gating economic phenomena) was torpedoed by some of the barons ap-
pointed to it. The task force of psychologists, in contrast, was not a
whitewash.

It speaks well for the intellectual seriousness of psychology. Mc-
Closkey’s colleague in psychology at the University of Illinois at Chicago,
Chris Fraley, gives a detailed graduate course on null-hypothesis signifi-
cance testing that would be very hard to match for statistical and philo-
sophical sophistication in economics. A section of the reading list entitled
“Instructor Bias” quotes Meehl: “Sir Ronald [Fisher] has befuddled us,
mesmerized us, and led us down the primrose path. I believe that the al-
most universal reliance on merely refuting the null hypothesis as the stan-
dard method for corroborating substantive theories in the soft areas is a
terrible mistake, is basically unsound, poor scientific strategy, and one of
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the worst things that ever happened in the history of psychology.” Says
Fraley to his graduate students, “I echo Meehl’s sentiment.”

Nonetheless the Task Force decided in short order that they would not
be recommending the banning of significance testing. Reasons varied. For
some it was to maintain freedom of inquiry and of method in science. A
fine idea, but where, one might ask, were those voices for freedom and for
rational method when the 1 percent/5 percent rule was codified in the
APA Manual or when Melton was imposing his reign of 1 percent terror
on Experimental Psychology? The task force did at least urge reporting
 effect size and in a meaningful context: “Reporting and interpreting effect
sizes in the context of previously reported effects is essential to good re-
search.”10 One step forward.

No Change

Fiona Fidler is a researcher in the Department of History and Philosophy
of Science at the University of Melbourne. She and her coauthors have reg-
istered the significance error in psychology and medicine in the way we
have for economics. They were not surprised that the recommendations
of the task force have essentially led to “no change” in practice, remark-
ing bitterly that “for a discipline that claims to be empirical, psychology
has been strangely uninterested in evidence relating to statistical reform.”11

In a 2004 article entitled, “Editors Can Lead Researchers to Confidence In-
tervals, but They Can’t Make Them Think,” Fidler and another team of
coauthors show that in psychology from the mid-1990s to the present only
38 percent “discussed clinical significance, distinguished from statistical
significance” (Fidler et al. 2004b, 120). It was better, in other words, than
the 1990s practice of the economists. But in light of the large investment
made by the APA in changing the rhetoric of significance in psychology, the
payoff was slight. Sixty-two percent said size doesn’t matter.

In a major survey in 2000 of psychology and education journals by
Vacha-Haase, Nilsson, Reetz, Lance, and Thompson the picture is worse.
“Effect sizes have been found to be reported in between roughly 10 per-
cent . . . and 50 percent of articles . . . notwithstanding either historical
admonitions or the 1994 Manual’s ‘encouragement’ [to report effect
sizes].”12 The main exception would have been Educational and Psycho-
logical Measurement, edited by Bruce Thompson from 1995 to 2003.
Thompson tried to attract articles to his journal that were devoted from
start to finish to substantive significance. But he too saw little permanent
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progress. Recent issues of the journal, after Thompson, resemble on av-
erage the American Economic Review at its worst.

Typical is the experience of Philip Kendall in editing the Journal of Con-
sulting and Clinical Psychology. In 1997 Kendall began to encourage
 authors to report on “clinical significance” and not merely the statistical
significance of their results. In 1996 only about a third of the articles in 
the journal (fifty-nine in total) made some mention of clinical significance.
The other two-thirds relied exclusively on statistical significance, similar to
the American Economic Review. By 2000 and 2001 the situation had not
much improved. Only 40 percent of the articles—4 percentage points
more—drew a distinction between clinical and statistical significance (Fidler
et al. 2004a, 619).

The Harvard Educational Review published in 1978 a devastating ar-
ticle by Ronald P. Carver against such whimsical disrespect for the sub-
stance of science. In 1993 Carver revisited the subject. “During the past
15 years,” Carver wrote, “I have not seen any compelling arguments in
defense of statistical significance testing.” Meehl (1990) recently restated
and reaffirmed the case against statistical significance testing. He too
strongly condemned the whole tradition of using a rejected null hypoth-
esis “as support for a theory” (1993, 287). The sizeless scientists, Carver
too has found, do not have any compelling arguments. And yet they carry
on and on.

Author Sloth

Around the same time an experiment in reporting strategy in the journal
Memory and Cognition brought sad results. Despite the “requirement” by
its editor, Geoffrey Loftus, that authors use error bars showing the confi-
dence around their point estimates, less than half actually did so. Loftus
was willing to impose the burden of the “new” reporting on himself. It has
been said that he computed confidence intervals for more than a hundred
of the articles submitted to the journal during his editorship. Although
authors were asked officially in the back matter of the journal to do the
work, and sometimes again in correspondence or in phone communica-
tion with the editor, hundreds reverted in their articles to the null-testing
ritual and the sizeless stare. Maybe they do not know what a “confidence
interval” is.
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Psychometrics Lacks Power

Professor Savin: “What do you want, students?”
Iowa Graduate Students: “Power!”
Professor Savin: “What do you lack, students?”
Iowa Graduate Students: “Power!”

eugene savin’s econometrics course, 
university of iowa, 1993 

The cost of the psychological addiction to statistical significance can be
measured by the “power function.” Power asks, “What in the proffered
experiment is the probability of correctly rejecting the null hypothesis,
concluding that the null hypothesis is indeed false when it is false?” If the
null hypothesis is false perhaps the other hypothesis—some other effect
size—is true. A power function graphs the probability of rejecting the null
hypothesis as a function of various assumed-to-be true effect sizes. Obvi-
ously the farther the actually true effect size is away from the null the eas-
ier it is going to be in an irritatingly random world to reject the null and
the higher is going to be the power of the test.

Suppose a pill does in fact work to the patient’s benefit. And suppose
this efficacy is what the experiment reveals, though with sampling uncer-
tainty. What you want to know—and are able in almost any testing situ-
ation to discover—is with how much power you can reject the null of “no
efficacy” when the pill (or whatever it is you are studying) is in truth ef-
ficacious to such and such a degree. In general, the more power you have
the better. You do not want by the vagaries of sampling to be led to reject
what is actually a good pill.

There are reasons to quibble about this notion of power, as de-
scended intuitively from Gosset and formally from Neyman and Pearson.
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Sophisticates in the foundations of probability such as Savage and now
Edward Leamer at UCLA have complained about its alleged objective
certitude. Said Leamer to a 2004 assembly of economists, “[H]ypothe-
ses and models are neither true nor false. They are sometimes useful and
sometimes misleading” (Leamer 2004, 556). But this and other sophis-
ticated complaints aside, power is considered by most statisticians—in-
cluding Gosset and maybe Leamer—to provide a useful protection
against unexamined null-hypothesis testing.

Power is, so to speak, “powerful” because hypotheses are plural and
the plurality of hypotheses entail overlapping probability distributions.
In a random sample the sleeping pill Napper may on average induce three
extra hours of sleep, plus or minus three. But in another sample the same
scientist may find that the same sleeping pill, Napper, induces two extra
hours of sleep, plus or minus four (after all, some sleeping pills contain
stimulants, causing negative sleep). The traveler would like to know from
her doctor before she takes the pill exactly how much confidence she
should have in it. “With what probability can I expect to get the addi-
tional two or three hours of rest?” she reasonably wants to know. “And
with what probability might I actually get less rest?”

Without a calculation of power, to be provided by the psychometri-
cians, she can’t say. Calculators of Type I error pretend otherwise: fol-
lowing the practice of R. A. Fisher, they act as if the null hypothesis of
“no, zero, nada additional rest” is the only hypothesis that is worthy of
probabilistic assessment. They ignore the other hypotheses. They tell the
business traveler and other patients: “Pill Napper is statistically signifi-
cantly different from zero at the 5 percent level.” To which their better
judgment—their Gosset judgment—should say, “So What?”

Power is, mathematically speaking, a number between zero and 1.0. It
is the difference between 1.0 (an extremely high amount of power, a good
thing) and the probability of an error of the second kind (a bad thing). The
error of the second kind is the error of accepting the null hypothesis of
(say) zero effect when the null is in fact false, that is, when (say) such and
such a positive effect is true. Typically the power of psychological research
is called “high” if it attains a level of .85 or better. (This, too, is arbitrary,
of course. A serious study with a loss function may not accept a hard and
fast rule.) High power is one element of a good rejection. If the power of
a test is low, say, .33, then the scientist will two times in three accept the
null and mistakenly conclude that another hypothesis is false. If on the
other hand the power of a test is high, say, .85 or higher, then the scien-
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tist can be reasonably confident that at minimum the null hypothesis (of,
again, zero effect if that is the null chosen) is false and that therefore his
rejection of it is highly probably correct.

If the “null” is “no efficacy at all, when I would rather find a positive
effect of my beautiful sleeping-pill theory,” too often rejecting the null
without consideration of the plurality of alternatives is the same thing as
doing bad science and giving bad advice. It is the history of Fisher sig-
nificance testing. One erects little “significance” hurdles, six inches tall,
and makes a great show of leaping over them, concluding from a test of
statistical significance that the data are “consistent with” ones own very
charming hypothesis.

A good and sensible rejection of the null is, among other things, a re-
jection with high power. If a test does a good job of uncovering efficacy,
then the test has high power and the hurdles are high not low. The skep-
tic—the student of R. A. Fisher—then is properly silenced. The proper
skeptic is a useful fellow to have around, as Descartes observed. But in the
Fisherian way of testing a null as if absolutely, by the 5 percent criterion,
the skepticism is often enough turned on its head. It is in fact gullibility pos-
turing as skepticism. That is, in denying the plurality of overlapping hy-
potheses, the Fisherian tester asks very little of the data. She sees the world
as Annie Dillard once did, through the lens of one hypothesis—the null.

To put it another way, power puts a check on the naïveté of the gullible.
He, too, a faithful fellow, can be useful, as Cardinal Newman observed. But
the failure to detect a significant difference between two sleeping pills, say,
Napper and its market competitor, Mors, does not mean that a difference
is not there in God’s eyes. A Fisher test of significance asks what the prob-
ability is of claiming a result when it is not really there, that is, when the
null hypothesis is true: no efficacy. Power protects against undue gullibil-
ity, then, an excess of faith. Power is a legitimate worry.

Gosset discovered the legitimate worry, we have said, in his letter of
May 1926, pointing out to Egon Pearson that the significance level trades
off against power, still to be named. The confidence we place in Student’s
t depends, Student said, other things equal, on the probability of one or
more relevant “alternative hypotheses” perhaps more true. Naively ac-
cepting the singular null hypothesis involves a loss—“but how much do
we lose?”.1 In 1928, and then more formally in 1933, Neyman and Pear-
son famously operationalized Gosset’s improvement of his own test.

Yet power is usually ignored in psychometric practice. It is wrong to be
too gullible, granted. But it is also wrong to be too skeptical. If you protect
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yourself from gullibility in thinking an antidepressant is efficacious, you
will avoid the embarrassment and cost of recommending peach pits when
they don’t work. But if you don’t also protect yourself from excessive skep-
ticism, by getting sufficient power, you will not avoid the other cost—of
dead patients who might have been saved by a pill that does work. You
will have set the hurdles too high rather than too low.

After Fisher, few scientists get it. Ziliak had the unusual experience in
2006 of being dumped by a family physician at a good hospital in
Chicago. The ostensible reason? She grew angry at his question about the
power of a pill she had prescribed. She couldn’t understand.

Setting the height of the statistical hurdles involves a scarcity, just as
the setting of real hurdles does. Holding sample size constant, seeking low
(mistaken) skepticism—high statistical significance—has the inevitable op-
portunity cost of higher (mistaken) gullibility. For a given sample size,
power is a declining function of significance level (fig. 12.1). This makes
sense: the more area under the bell curve you want to yield to your null
experiment (making rejection of the null more difficult by lowering the
level of Type I �-error), the more you encroach into the probability dis-
tributions—the bell curves—of adjoining hypotheses.

But high power is no permashield against other kinds of oomph-ig-
noring errors rife in the statistical sciences. To estimate the power function
one needs to define among other things a domain of relevant effect sizes
different from the null. And that decision is about oomph. The 2003 ar-
ticle on Vioxx is proof of what can go wrong when the oomph of the test
is not attended to, even though the power of the test is. “A sample size of
2,780 patients per treatment group,” the authors of the infamous study
said, “was expected to provide 90 percent power to detect a difference of
2 percentage points between treatments for the primary safety variable”
(Lisse et al. 2003, 541). But as we have seen the authors did not estimate
the power of their test to reject the hypothesis of no harmful cardiac ef-
fect between Vioxx and naproxen. Pretending to be excessively gullible,
they ignored a 8-to-1 cardiac damage or death ratio, a magnitude or
“safety variable” of some importance.

How to Get Powerful

Mosteller and Bush (1954) seem to be the first to have assessed the
amount of statistical power in the social sciences. The psychologist Jacob
Cohen was the first to conduct a large-scale, systematic survey of it in psy-



Fig. 12.1. Does your decision have oomph? Knowing your power helps. Power asks,
holding my degree of skepticism constant, how gullible am I? One error trades off
the other. Most Fisher tests reject with a power of less than 50 percent—as good as
your local psychic.

Psychometrics Lacks Power � 135

chology proper (1962). Cohen surveyed all seventy articles published in
the Journal of Abnormal and Social Psychology for the year 1960, ex-
cluding minor case reports, factor-analytic studies, and other contribu-
tions for which the calculation was impossible.

To calculate a power function one needs a random sample, a fixed level
of significance (Type I error of, say, .05), and one or more measures of ef-
fect size different from the null and from the result obtained. The effect
size is the assumed efficacy in God’s eyes, so to speak, which you should
be uncovering. (In the face of such language one can sympathize with the
secular pragmatism of a Leamer or a Savage.) If you have a very large
sample, there is a pseudo-problem of power. With N � 10,000 even weak
effects will show through a cloud of skepticism. Everything will be sig-
nificant, and with high power, though in that case the significance, or the
power, of an effect is not itself much of an accomplishment. If you are a
Fisherian, the fact of a large sample becomes your problem. You’re de-
luded, thinking you’ve proved oomph before you’ve considered what it is.

In psychology, Cohen noted in his survey, as often and more alarmingly
than in medicine, few in 1960 reported the effect size they had found. A
reader could not therefore, even if she had wanted to, estimate the power
of their tests against the alternative effect sizes. Power estimation requires
effect sizes. So in his large-scale survey of power Cohen had to stipulate



the effect sizes, assigning what seemed to him small, medium, and large
magnitudes for each case. It was quite a task. Having done a little of this
sort of thing ourselves (and on desktop personal computers in 2005, not
on old Frieden mechanical calculators in 1962) we stand amazed at his sci-
entific energy. For articles using t-tests Cohen assigned .25, .50, and 1.00
standard deviation units to stand for small, medium, and large effect. For
articles using Pearson correlation coefficients he used .20, .40, and .50
standard deviation units to stand for small, medium, and large effect.

Cohen’s standard, alas, is a merely statistical one. On such heteroge-
neous subjects as one finds in the Journal of Abnormal and Social Psy-
chology—from the relation of a medical treatment to paranoid schizo-
phrenia to the relation of mother and son to sexual fetishism—a different
investigator might well have divided up the regions of effect size in a dif-
ferent way. Cohen would have had to be expert in every subliterature in
psychology to judge for each the relevant standard of effect. For some
phenomena a 0.20 standard deviation change may produce a large clini-
cally or ethically important effect on the dependent variable, such as anx-
iety or crime rate reduction. Cohen himself, fully aware of the issue, sug-
gested in 1969 a downward revision of his 1962 effect sizes (Cohen 1969).

Still, Cohen’s standard of effect size is a good deal better than nothing,
and has the advantage of being easily replicable. And for our current point
it suffices: Cohen established a measure of the largeness of effect that
 allows actual calculations of power. The authors of the original articles did
not, you understand.

Cohen’s three assumptions about effect size gave him three levels of
power for each of the 2,088 tests of significance in the seventy articles—
notice that even in 1960, long before electronic computers, the average
 article in the Journal of Abnormal and Social Psychology was exhibiting
about thirty significance tests. Thirty tests per article. The price per test fell
dramatically in the next few decades, and, as an economist would expect,
the number of tests per article correspondingly ballooned into the hun-
dreds (not all of them published).

From the large-scale survey Cohen reckoned that the power in detect-
ing “large” effects was about .83. So the probability of mistakenly re-
jecting a treatment having a “large” effect is of course 1.00 minus the .83
power or 17 percent. That seems satisfactory, at any rate for a moderate
loss from excessive skepticism. On the other hand, if you were dying of
cancer you might not view a 17 percent chance of needlessly dying as “sat-
isfactory,” not at all. You might well opt for peach pits. It always depends
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on the loss, measured in side effects, treatment cost, death rates. The loss
to a cool, scientific, impartial spectator will not be the same as the loss to
the patient in question. In 1933 Neyman and Pearson said, “[H]ow the
balance should be struck” between Type I and Type II errors “must be
left to the investigator.”2 That formulation is progress over the sizeless
stare. But it would seem that a better formulation in medicine is that it
“must be left to the patient, friends, and family.”

At smaller effect sizes, Cohen found, power faded fast. For the effects
assumed to be in God’s eyes “medium” or “small” the power Cohen
found was derisory. It was, averaging one article with another, about .48
for medium-size effects and only .18 for small. That is, for a small, 0.25
standard deviation unit departure from the null hypothesis, the wrong
 decision was made 1.00 minus 0.18 or 92 percent of the time. (Cohen in
1969 redid the power calculations at lower effect sizes and got about the
same results.)

The pattern was the same in similarly large-scale studies conducted by
Sterling (1959), Kruskal (1968b), and Gigerenzer et al. (1989). In fact
dozens of additional surveys of power in psychology have been performed
on the model of Cohen’s original article. Rossi summarizes the findings:
“The average statistical power for all 25 power surveys [including
Cohen’s] was .26 for small effects, .64 for medium effects, and .85 for
large effects and was based on 40,000 statistical tests published in over
1,500 journals” (1990, 647). For example, years later, Sedlmeir and
Gigerenzer (1989) also surveyed the power of research reported in the
Journal of Abnormal Psychology. Using Cohen’s original definitions of
 effect size, they found mean power values of .21, .50, and .84—in other
words, nearly the same as Cohen found for small, medium, and large
 effect sizes decades earlier.

The Power of Rossi

A power study by Joseph Rossi (1990) should have been crushingly per-
suasive. Rossi calculated power for an astonishing 6,155 statistical tests
in 221 articles. The articles had been published in the year 1982 in three
psychology journals, the Journal of Abnormal Psychology, Journal of
Consulting and Clinical Psychology, and Journal of Personality and Social
Psychology. We again stand in awe: would that critics of the idiocy of
null-hypothesis significance testing in economics—not excepting Ziliak
and McCloskey—had such scientific energy. Using Cohen’s effect sizes,
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Rossi found power to detect large, medium, and small effects of .83, .57,
and .17. He calculated power for 1,289 tests in the Journal of Abnormal
Psychology, 2,231 in the Journal of Consulting and Clinical Psychology,
and 2,635 in the Journal of Personality and Social Psychology. The con-
clusion: “20 years after Cohen conducted the first power survey, the
power of psychological research is still low” (646). And almost twenty
years after Rossi it is still equally low.

Usually, as we have seen, the statistical test is not of an efficacy of treat-
ment so much as inefficacy, that is, a null of No Effect from which the
psychologist wants to conclude that there is an effect. Either way, low
power is a scientific mistake. As Rossi writes, “[I]f power was low, then
it is reasonable to suggest that, a priori, there was not a fair chance of re-
jecting the null hypothesis and that the failure to reject the null should
not weigh so heavily against the alternative hypothesis” (1990). That’s to
put it mildly: the six-inch hurdles are lined up and the six-foot scientist
courageously leaps over them. The scandal of low power in the social sci-
ences should bring their practitioners to some humility. Yet Fisherian
testers are very proud of their rejections of the null and very willing to
impose conformity in leaping aristocratically over them. By contrast, Rossi
recommends Gosset-like expressions of “probable upper bounds on ef-
fect sizes.” We would add only that “probable lower bounds on effect
sizes” are also needed (cf. Würtz 2003 and Leamer 1982).

A “real” index of Type I error might help: “real” Type I error is the
ratio of the p-value to the power of the test.3

real Type I error � empirical p-value/empirical power of the test

An alleged p � .05 will turn out actually to be an alarming “real” p of .20
if the power of the test is only .25. An alleged p � .10 is really .33 if the
power of the test is .30. Recall in the power studies how often this is the
case for small effect sizes. Real p-values in excess of .30 are the norm. Re-
porting the real level of Type I error has the advantage of allowing the
reader to approximate how many “false” rejections of the null will occur
for every “true” or correct rejection.

According to Rossi, the real rate of false rejections in psychology is
grim: “More than 90% [of over six thousand] of the surveyed studies had
less than one chance in three of detecting a small effect”—very far above
Fisher’s 5 percent error claimed (1990). Psychologists need to know that
the real rate of false rejection is for small effect sizes at best .05/.17, or
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about 29 percent, and for medium-sized effects .05/.57, or about 9 per-
cent. The same is true of economics and its imitative younger brother,
 political science. In other words, a 5 percent significance test is actually a
vaguer 9 or 29 percent significance test. So much for precision.

The problem of making a dull tool appear sharp is rife. Robert Shiller,
a leading financial economist, wrote in his “The Volatility of Stock Mar-
ket Prices” in Science that “the widespread impression that there is strong
evidence for market efficiency may be due just to a lack of appreciation
of the low power of many statistical tests” (1987). Can other scientists
claim to know as much about the statistical power of their field as the
psychologists do? Very few. In economics we think of Zellner, Horowitz,
Eugene Savin, and Allan Würtz. In heart and cancer medical science, Jen-
nie Freiman et al. (1978) know their power. A few biologists and ecolo-
gists can claim to know their power, too, for example, Anderson et al.
(2000). Most statistical scientists do not.

Designing experiments to find the maximal and minimal effect size is a
better way to get powerful results and to keep the focus where it should be:
on effect size itself. As Gosset argued at the Guinness factory, so Rossi says:

Increasing the magnitude of effects may be the only practical alternative
to expensive increases in sample size as a means for increasing the statis-
tical power of psychological research. We tend to think of effect size
(when we think of it at all) as a fixed and immutable quantity that we at-
tempt to detect. It may be more useful to think of effect size as a manip-
ulable parameter that can, in a sense, be made larger through greater
measurement accuracy. This can be done through the use of more effec-
tive measurement models, more sensitive research designs, and more pow-
erful statistical techniques. Examples might include more reliable psy-
chometric tests; better control of extraneous sources of variance through
the use of blocking, covariates, factorial designs, and repeated measure-
ment designs; and, in general, through the use of any procedures that ef-
fectively reduce the “noise” in the system. (1990, 654)

Those sound like good ideas for a science. Better than mushy ps.
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The Psychology of 
Psychological Significance Testing

A significance test is more likely to suggest a difference than is Jef-
freys’ [1939] method. This may partly account for the popularity of
tests with scientists, since they often want to demonstrate differ-
ences. It would be interesting to know how many significant results
correspond to real differences. It is also interesting that many ex-
perimentalists, when asked what 5 percent significance means, often
say that the probability of the null hypothesis is 0.05. This is not
true, save exceptionally. In saying this they are thinking like Jeffreys
but not acting like him.

d. v. lindley 1991, 12

Why have psychologists been unwilling to listen? One reason seems to be
insecurity in a so-called soft or subjective field. Recall even the learned
Paul Meehl, a psychological scientist as well as a philosopher, speaking of
his own field as “soft.” The “hard/soft” dichotomy is surely a poor one
for any science. It does not acknowledge the hardness of Greek contrary-
to-fact conditionals in a soft field like classics or the softness of linked
index numbers in a “hard” field like economics. Like soft and hard, sub-
jective and objective are laymen’s not philosopher’s terms and no better
for it. The ontology and epistemology implied are dubious. Deciding what
is hard and what soft, objective and subjective, in a chain-weighted ad-
justment of the gross domestic product (GDP) price deflator is an irrele-
vant diversion from the central scientific question: what in the current
state of the science persuades?

Fisher-significance is a manly sounding answer, though false. And one
can see in the dichotomy of hard and soft a gendered worry, too. The
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worry may induce some men to cling to Significance Only. Barbara Laslett,
for example, has written persuasively of the masculine appeal of quan-
tification in American sociology after 1920 (2005). By the early 1920s the
percentage of articles published in sociology journals that employed sta-
tistical methods exceeded 30 percent (Ross 1991, 429). “Statistical meth-
ods are essential to social studies,” Fisher wrote in the first edition of Sta-
tistical Methods for Research Workers (1925a). “It is principally by the
aid of such methods that these studies may be raised to the rank of sci-
ences” (2). Hardboiled-dom was the rule such fields used to raise them-
selves to a 5 percent science.

Around 1950, at the peak of gender anxiety among middle-class men
in the United States, nothing could be worse than to call a man soft. Con-
sider it. “For this”—the era of war, of depression, observed Saul Bellow—
“is an era of hardboiled-dom,” and was, too, the era of Fisher and Yates,
Hotelling and McNemar. The “code . . . of the tough boy—an American
inheritance, I believe,” said Bellow, “from the English gentleman—that
curious mixture of striving, asceticism, and rigor, the origins of which
some trace back to Alexander the Great—is [in the 1940s] stronger than
ever. . . . They [e.g., the Fisherian hard-boiled] are unpracticed in intro-
spection, and therefore badly equipped to deal with opponents whom they
cannot shoot like big game or outdo in daring” (1944, 9).

The Hardness of the Soft Sciences

Psychology is anyway nothing like as soft as is sometimes believed. Psy-
chologists have long employed macho statistics and in the beginning at a
level akin to the commonly used techniques in English biometrics. In Ger-
many the experimental psychologists began to use statistics as early as the
middle of the nineteenth century.1 Wilhelm Wundt and especially Gustav
Fechner, the father of “psychophysics,” were the first to walk philosophy
of mind down the wooden stairs of German metaphysics and into the
counting room of empirical perception. Wundt’s and Fechner’s laborato-
ries worked on “applications” only. Theory would remain, to the new ex-
perimentalists, deterministic. Yet their demarcation of theory and prac-
tice—of ideas and applications—was friendly toward statistical testing
and classical inference. “A frequency interpretation grounded this work,”
writes the historian of statistics David Howie, “since the categories of per-
ception were defined on a scale marked by the ratio of an individual’s re-
peated assessments of the physical stimulus under consideration.”2 To the
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experimentalists a statistic could measure the degree of the grounding.
Their tools were in the 1870s understandably primitive but in no sense
soft. Fechner himself employed means, standard deviations, and the oc-
casional coefficient of variation.

By the early twentieth century Americans and Europeans alike began to
learn, especially from the London statisticians, the ways and means of hard-
boiled “testing.” American psychologists, like many of America’s human
and life scientists, were especially open to it. Measurement felt hard. The
biometric methods of Karl Pearson were introduced to psychologists by, it
seems, the Columbia professors F. S. Chapin and Franklin Giddings. Psy-
chometrica was founded by L. L. Thurstone, a University of Chicago “psy-
chophysicist,” as he called himself, who began in the late 1920s to use
Fisher’s inferential techniques.3 Fisher had given Thurstone and others the
scientific legitimacy they sought. Significance testing and quantitative meth-
ods generally were promoted early and late by the Social Science Research
Council. Chapin, Giddings, Thurstone, and others wanted to free them-
selves from what they took to be that mere “opinion and crankery” of non-
quantified fields.4

A wider cultural “trust in numbers” had triumphed, and the life and
human sciences, including psychology, would trumpet their new trust.5 In
1910 the Flexner Report on medical education advocated a scientific med-
icine and a monopoly of a small group of medical schools. In 1915
Flexner told a gathering of social workers that if they wanted a formula
for professional success—standardization of procedures, consensus in de-
cision making, monopolization of goods and services, higher salaries—
they should follow the model he had designed for medicine.6 They did.
Flexnerian professionalization—inspired by the positivism of Karl Pear-
son—is one reason that early-twentieth-century social workers, drawn
initially to problems of poverty and human rights, ended up in the serv-
ice of bourgeois values and spying for the state. A rather similar pattern
is found in nursing, with a lag.

In this context the 5 percent science was promoted by the new leaders
of quantitative psychology and education. European humanists can score
themselves by how many generations they are removed from Hegel—that
is, in being taught by a teacher who was taught by a teacher who was
taught by a teacher who was taught by Hegel at the University of Berlin.
Likewise, statisticians can score themselves by how many generations they
are from Fisher. Quinn McNemar, for example, of Stanford University,
was an important teacher of psychologists who had himself studied sta-
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tistical methods at Stanford with Harold Hotelling, the chief American
disciple of Fisher. Hotelling had worked directly with Fisher. McNemar
then taught L. G. Humphreys, Allen Edwards, David Grant, and scores of
others. As early as 1935 all graduate students in psychology at Stanford,
following the model of Iowa State, were required to master Fisher’s
crowning achievement, analysis of variance. Already by 1950, Gigerenzer
et al. reckon, about half of the leading departments of psychology required
training in Fisherian methods (1989, 207).

Even rebels against Fisher were close to him, starting with Gosset him-
self. Palmer Johnson of the University of Minnesota studied with Fisher
in England, though he later had the bad taste to write articles with Fisher’s
erstwhile colleague and eternal enemy Jerzy Neyman, whom Fisher had
cast into outer darkness. George Snedecor, an agricultural scientist at Iowa
State University at Ames, was a cofounder of the first department of sta-
tistics in the United States. His important book Statistical Methods was
 influenced directly by Fisher himself, who somewhat surprisingly was in
the 1930s a visiting professor of statistics at Iowa State. One can think of
the Iowa schools then as one thinks of London’s Gower Street in the 1920s
and 1930s—a crucial crossroads of statistical methods and training. In a
eulogy for S. S. Wilks, a student in the late 1920s of Henry L. Rietz and
Allen T. Craig at the University of Iowa, Frederick Mosteller said that
Iowa was then “the center of statistical study in the United States of Amer-
ica” (1964, 11). (Craig co-authored a famous text with Robert Hogg,
whom Ziliak took lectures from.) Rietz, Craig, and Wilks worked closely
with Fisher. E. F. Lindquist, the American leader of standardized testing
for educators, also of the University of Iowa, was deeply influenced by
Snedecor. Lindquist invented the Iowa Test of Basic Skills for school-
children. He too spent time with the great man.

Some psychologists knew about the work of Neyman and Pearson and
some even about that of the Bayesian Harold Jeffreys. But textbook au-
thors, editors, and teachers—inspirited by Fisher’s promise of raising their
fields to the level of hard science—helped Fisher win the day. Statistical
 education narrowed at the same time as it spread. Decision theory and
inverse probability, and Gosset’s views on substantive significance, alter-
native hypotheses, and power, were pushed aside. Too introspective for the
hard-boiled.

J. P. Guilford’s influential Fundamental Statistics in Psychology and
Education (1942) decided that power was, in his words, “too complicated
to discuss.”7 In 2004 an influential textbook writer, a psychologist, told
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Gigerenzer that he regretted leaving out power. He noted that in the first
edition of his successful textbook he had discussed Bayesian and decision-
theoretic methods, including power. “Deep down,” he confessed, “I am a
Bayesian.” But in the second and subsequent editions the notions of power
and decision theory and the costs of decisions, both Bayesian and Ney-
man-Pearson, vanished. The “culprits,” Gigerenzer believes, were “his fel-
low researchers, the university administration, and his publisher.”8

Fisher Denies the “Cost” of Observations

During the 1940s and 1950s and 1960s among a tiny group of sophisti-
cates the Bayes and Neyman-Pearson approaches were the gold standard.
But at lower levels of statistical education Bayes and Neyman-Pearson, as
we have said, were seldom presented. Gosset’s economic approach to sta-
tistics, picked up later by Savage and Blackwell and Zellner, was at mid-
century invisible. Fisher realized that acknowledging power and loss func-
tions would kill the unadorned significance testing he advocated and
fought to the end, and successfully, against them (Fisher 1955, 1956). “It
is important that the scientific worker introduces no cost functions for
faulty decisions,” Fisher wrote in 1956, “as it is reasonable and often nec-
essary to do with an Acceptance Procedure” in something so vulgar as
manufacturing. 

To do so would be to imply that the purposes to which new knowledge
was to be put were known and capable of evaluation. If, however, sci-
entific findings are communicated for the enlightenment of other free
minds, they may be put sooner or later to the service of a number of pur-
poses, of which we can know nothing. The contribution to the im-
provement of Natural Knowledge, which research may accomplish, is
disseminated in the hope and faith that, as more becomes known, or
more surely known, a great variety of purposes by a great variety of men,
and groups of men, will be facilitated. No one, happily, is in a position
to censor these in advance. As workers in Science we aim, in fact, at
methods of inference which shall be equally convincing to all freely rea-
soning minds, entirely independently of any intentions that might be fur-
thered by utilizing the knowledge inferred. (102–3)

Fearful of the growing attraction of decision theory among the math-
ematical sophisticates, Fisher tried to identify Deming-type and Neyman-
Pearson-type decisions with, as Savage put it mockingly, “the slaves of
Wall Street and the Kremlin.”9 With Deming and his teacher Shewhart in
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mind, Fisher wrote in 1955, “In the U.S. also the great importance of or-
ganized technology has I think made it easy to confuse the process ap-
propriate for drawing correct conclusions [by ‘correct’ he means of course
his own sizeless stare at Type I error and his logically flawed modus tol-
lens], with those aimed rather at, let us say, speeding production, or sav-
ing money” (70). Thus “Wall Street.” Notice the sneer by the new aris-
tocracy of merit, as the clerisy fancied itself. Bourgeois production and
money making, Fisher avers, are not the appropriate currencies of science.

Nor the Kremlin. Neyman was a Polish Catholic but raised in Russia.
A progressive, he was active in the American civil rights movement, and
tried unsuccessfully for years to get his Berkeley colleagues to hire his
friend, the mathematician David Blackwell (b. 1919), whose chief defect
as a mathematician was the color of his skin.10 Ah-hah. (In 1949 Black-
well published an anti-Fisher article, with Kenneth Arrow and Martin
Girshick, on optimal stopping rules in sequential sampling, a “loss func-
tion” idea inspired by Wald and Bayes.)11 Blackwell credited Savage, with
whom Blackwell had worked at the Institute for Advanced Study, for
showing him the power of the Bayesian approach. “Jimmy convinced me
that the Bayes approach is absolutely the right way to do statistical infer-
ence,” he said.12

Fisher viewed science as something quite distinct from “organized tech-
nology” and the questionable social purposes of the left wing.

I am casting no contempt on acceptance procedures [he continued], and
I am thankful, whenever I travel by air, that the high level of precision
and reliability required can really be achieved by such means. But the
logical differences between such an operation and the work of scientific
discovery by physical or biological experimentation seem to me so wide
that the analogy between them is not helpful, and the identification of the
two sorts of operation is decidedly misleading. (1955, 69–70)

To which Savage would later reply: “[i]n the view of a personalistic
Bayesian like me, the contrast between behavior and inference is less vivid
than in other views. For in this view, all uncertainties are measured by
means of probabilities, and these probabilities, together with utilities [or
natural selection or whatever your currency is measured by], guide eco-
nomic behavior, but the probability of an event for a person (in this the-
ory) does not depend on the economic [or psychological] opportunities
of the person” (1971a, 465). And yet, notes Savage, “almost in the same
breath with criticism of . . . decision functions, Fisher warns [in 1958,
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274] that if his [5 percent] methods are ignored and their methods used a
lot of guided missiles and other valuable things will come to grief” (Sav-
age 1971a, 465).

In the 1950s the sharpest of Fisher’s stabs were directed at Neyman
and induced an immediate response (Neyman 1956): “As Sir Ronald re-
marks correctly, merely from the specification of the null hypothesis, the
probabilities of errors of the second kind are certainly not calculable.
However, the main point of the modern theory of testing hypotheses [of
Gosset, Egon, Neyman, Wald, Savage, Lindley, and Blackwell] is that, for
a problem to make sense, its datum must include not only a [null] hy-
pothesis to be tested, but . . . the specification of a set � of alternative
 hypotheses that are also considered admissible. . . . With this kind of
datum,” Neyman concludes, “the probabilities of errors of the second
kind are certainly calculable and, in fact, a considerable number of tables
of such probabilities, or of their equivalents, namely of power functions,
are now available” (290).

Yet textbook writers have launched a different guided missile, con-
cocting since the 1950s a hodgepodge of Fisher and his enemies. Early on
in an elementary statistics or psychometrics or econometrics book there
might appear a loss function—“what if it rains the day of the company
picnic?” But the loss function disappears when the book gets down to
producing a formula for science. In the more advanced texts the discus-
sion of power and decision theory comes late or not at all. At both levels,
elementary and advanced, the modern theory of testing hypotheses is mar-
ginalized. The names in the competition, Gosset to Lindley, have long
since dropped out. The hodgepodge, as Gigerenzer et al. (1989) have
noted, is introduced anonymously, as if there is only one way of testing
and estimation, and Fisher’s is it (cf. Efron 1996). There is no god of prof-
itable scientific action, but Sir Ronald is his prophet.

A philosopher of science, Deborah Mayo (1999), has recently entered
the debate in favor of a hybrid of Neyman-Pearson decisions and Fisher’s
rule of significance for accepting an experimental result. Her Error and the
Growth of Experimental Knowledge attempts to steer scientists toward a
more systematic analysis of “errors,” a Popperian direction we salute.
Like Gosset (of whom Mayo is apparently unaware) and the Bayesian
Harold Jeffreys, she “came to see” how “statistical methods . . . enable us,
quite literally, to learn from error.”13

But Mayo places too much faith in the ability of tests of significance
to guide error-based, experimental learning. Our point is that such a guide
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is useless, and therefore will not direct science to the right correction of
its errors. Central to her “radically different” (1999, 13) notion is “The
falsification of statistical claims . . . by standard [for her, the standard
Neyman-Pearson-Fisher hybrid] statistical tests” (13). A strength of her
project is, she says, “fundamental use of this [Neyman-Pearson] approach,
albeit reinterpreted, as well as of cognate methods [e.g., Fisherian tests].
My use of these methods,” she says, “reflects their actual uses in science”
(16).14 Alas. If one turns to Mayo’s discussion on what constitutes a “se-
vere test” of an experiment, one finds only sizeless propositions, with loss
or error expressed in no currency beyond a scale-free probability. Her no-
tion of a severe test would seem beside the point to her muse, Egon Pear-
son, and especially to Egon’s muse, William Sealy Gosset (178–87, 460).

A better approach to error-based learning that keeps both statistical
hypothesis testing and experimental control at its center, as Mayo desires,
would put Gosset’s notion of net pecuniary value in its center. A notion
of a severe test without a notion of a loss function is a diversion from the
main job of science, and the cause, we have shown, of error. As Gosset
said to Karl Pearson in 1905, “[I]t would appear that in such work as
ours the degree of certainty to be aimed at must depend on the pecuniary
advantage to be gained by following the result of the experiment, com-
pared with the increased cost of the new method, if any, and the cost of
each experiment.” If human life, not money, is what is at stake in the ex-
periment, then loss of life should define the “error” function (cf. Freiman
et al.). And so forth, across the sciences. In the end what is at stake is the
persuasion of other scientists, even in cases like astronomy in which no
cost or life hinges on a decision.

Considering the size of the intellectual investment, many psychologists
worry that psychology has not learned much from its statistical revolu-
tion. We believe the same can be said of econometrics. In both places the
problem can be put as the low statistical power of the tests, coming from
the one-sided devotion to Fisherian procedures. As Eugene Savin asks of
his students in econometrics at the University of Iowa, “What do you
want, students?” “Power!” he trains them to enthusiastically shout. “And
what do you lack, students?” “Power!” Savin’s way of putting it may seem
to an outsider a claim that power functions offer a full solution. It does
not, and Savin does not think it does.

The big ideas of psychological theory, one can argue, have not been
shaped by Fisherianism. As in economics and biology and physics, the big
ideas come chiefly from nonstatistical sources. “Wolfgang Kohler derived
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his Gestalt laws,” Gigerenzer et al. observe of the classic period of psy-
chological theory, “Jean Piaget his theory of intellectual development,
B. F. Skinner his principles of operant conditioning, and Sir Frederic
Bartlett his theory of memory, all without a statistical method of infer-
ence.”15 William James, John Dewey, and, to give a recent example,
Howard Gardner, did not depend on Student’s t. And yet, after Fisher, IQ
testers and the students of personality still base their claims to science on
statistical measures of correlation and fit. Educational psychology was
therefore particularly vulnerable. Its flagship journal, the Journal of Ed-
ucational Psychology, has been saturated by significance testing of the
Fisher type since the early 1940s.

I’m OK, You’re a Bayesian

There’s a contradiction here, well known to Mayo, Gigerenzer, and other
philosophers of knowledge, and particularly evident in the literature con-
cerning the psychology of learning: anyone modeling human learning
adopts something like a Bayesian framework. Cognitive psychologists and
philosophers of mind ascribe a “testing propensity” to the human mind it-
self, claiming that it is Bayesian or decision theoretic in nature. Piaget, for
example, spoke of the child as if she were a “scientist.” The child learns as
scientists do, conditioning present actions on the most recent information.
Max Frisch characterized humans as “gamers,” Homo ludens, as the Dutch
historian Jan Huizinga famously called us. It is an idea a Bayesian game the-
orist could readily agree with. By the 1960s the cognitive psychologists,
operations researchers, and a few economists had begun to argue that “ra-
tional” economies were tacitly or explicitly Bayesian.16 Others believed the
mind to be a “Neyman-Pearson detector” or “observer.” Human action,
they said, in notable contrast with Fisherian docility, was necessary, and
possible—independent of “belief.” The mind’s internal detector simply

adopts the decision goal of maximizing the hit rate (i.e., the correct
 detection of a signal) for a given false alarm rate (i.e., the erroneous
 “detection” of a signal). This view of perceptual processing was in anal-
ogy to Neyman and Pearson’s concept of “optimal tests,” where the
power (hit rate) of a test is maximized for a given type-I error (false alarm
rate). (Gigerenzer et al. 1989, 214)

Human subjects, they said, know things already, prior to the experiment,
of course. They learn from acting and by being, by learning and by doing,
and update their beliefs about the world accordingly. Of course.
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But—here’s the contradiction—when such Bayesians or quasi-Baye -
sians went to do the statistical analysis on their observations or experi-
ments, they used Fisher tests of significance, ignoring their own Bayesian
framework of beliefs and learning by doing. Some few have on the con-
trary adjusted psychology to Fisher, such as Harold H. Kelley (1967),
proposing that “the mind attributes a cause to an effect in the same way
as behavioral scientists do, namely by performing an analysis of variance
and testing null hypotheses” (214). Kelley’s analysis-of-variance model
of causal attribution generated for twenty years a large amount of re-
search in experimental social psychology. One doubts that it makes sense.
But most in psychology were theoretical Bayesians and Fisherian testers,
a contradiction. Gigerenzer et al. conclude that “the reasons for this
 double standard seem to be mainly rhetorical and institutional rather than
logical” (1989, 233).

But Fisherians Survive on the Illogic of Neopositivism

The schizoid rhetoric is that of neopositivism. One reason for the success
of the Fisherian program against more logical alternatives, such as
Bayesianism or Neyman-Pearson decision theory or Gosset-Savage econo -
mism, is that the Fisherian program emerged just as neopositivism and
then falsificationism emerged in the philosophy of science. It would have
fallen flat in philosophically more subtle times, such as those of Mill’s Sys-
tem of Logic Ratiocinative and Inductive (1843) or Imre Lakatos’s Proofs
and Refutations (1976). No serious philosopher nowadays is a positivist,
no serious philosopher of science a simple falsificationist. But the philo-
sophical atmosphere of 1922–62 was perfect for the fastening of Fisher’s
grip on the sizeless sciences.

Fisher recommended that the investigator focus on falsifying the null.
If you suppose that correlation of infant habituation to novel stimuli,
measured by eye gaze, predicts childhood IQ “remarkably well (0.7, cor-
rected for unreliability),” you “test” it by asking what is the probability
of a result as high as 0.7 if the null were true, namely, if zero correlation
were true (Gottfredson 1996, 21). If the probability is suitably small you
have falsified the null hypothesis and conclude triumphantly that the
maintained hypothesis, namely, 0.7, must therefore be true.

This is the method recommended by Popperian philosophy of science
since the 1930s, after Popper’s self-declared “killing” of the confirmation-
ism of Vienna logical positivism. Both versions of positivism—Popper in
truth modified it rather than killed it—hang on the hypothetico-deductive
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view of science. The notion is that your theory, T, can be stated as axioms,
A, which imply hypotheses, H, which in turn imply observations, O. The
theory is tested, says the hypothetico-deductive philosopher, by measuring
O and then working back up the chain of implication through H and A to
the grand T.

In other words, science is supposed to be summarizable as a logical
system—hence “logical” positivism and the hypothetico-deductive view.
Suppose H0, the hypothesis of no connection whatever between an in-
fant’s ability to shift her gaze and the IQ of the little girl she grows into,
implies some observations in the world, O. Symbolically, H0 - O. Then,
by what is known in logic as the modus tollens, it follows strictly that
not-O - not-H0. If ignition in the presence of gasoline implies combus-
tion, then a lack of combustion strictly implies a lack of ignition. If inde-
pendence between gaze shift and later IQ implies the presence of a low
correlation between the two, then a lack of a low correlation strictly im-
plies a lack of independence.

So, if you observe a correlation between gaze shift and later IQ (of,
say, 0.7), which is very unlikely to occur in a world in which the null is
true, then you have observed the probabilistic version of not-O. Therefore
by modus tollens you know that the null is (probabilistically) falsified,
that is, probably not-H0 is true. Consequently—this step is not valid—
your alternative to the null is true. Consequently, H is true and so is A and
so is T. Consequently, you can with assurance assign children to streams
in school and university and life on the basis of their gaze shift as infants.
Thus the mismeasurement of man.

You Can Abandon Falsification and Still Be Scientific 

Falsificationism has retained a grip on scientists with a little philosophi-
cal learning ever since it was first articulated by Popper. The notion was
not in English firmly tied to Popper’s name until his PhD dissertation, pub-
lished in 1935 as Logik der Forschung, was translated into English as The
Logic of Scientific Discovery in 1959. Most scientists nowadays, if they
have philosophical ideas, reckon that they are Popperians. No wonder,
since Popper portrayed the scientist as a hero courageously facing up to
his own refutation within a system of strict logic.

Falsificationism and the hypothetico-deductive view and logical posi-
tivism, and therefore Fisherianism, however, have had a flaw all along. It
is that they are illogical, erroneous deductions. The flaw in logic was
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pointed out as early as 1906 by Pierre Duhem (1861–1916), a French
physicist, mathematician, and philosopher of science, and later rediscov-
ered by Willard Quine, the American philosopher. Duhem and Quine note
that no hypothesis works as simply as H0 - O. On the contrary, scientific
hypotheses are accompanied by side conditions—instrumentation or con-
trols—making the observation possible: H0 and H1 and H2 and . . . Hi -

O. To believe a hypothesis that those specks changing places on successive
nights are the moons of Jupiter you need to believe also that the telescope
does what it purports to do when looking into the celestial sphere (Fey-
erabend 1975). To test the bending of starlight by the Sun you need to
believe that the instruments are correctly calibrated. Dennis Lindley, who
was in a position to know, writes that Harold Jeffreys “did not like Pop-
per’s views and tried to prevent his election to the Royal Society on the
grounds that Popper could not do probability calculations correctly. Cer-
tainly Popper did make a serious error,” Lindley says, “which illustrates
how difficult probability calculations can be” (1991, 13).

The quite obvious richness of hypotheses H0 and H1 and H2 and . . .
Hi is the death knell of modus tollens and the simple hypothetico-deduc-
tive/Fisherian view of science. If one needs ignition and a supply of gaso-
line and a supply of oxygen, then a lack of combustion implies either a
lack of ignition . . . or a lack of gasoline or a lack of oxygen or a lack of
any number of other necessary conditions. So much for the simple “falsi-
fication” of H0. In the case of a regression equation with many tacit vari-
ables (for IQ: nutrition, family, community, social class) or an experiment
with many side conditions (no trucks rumbling down the street close to
the laboratory and so forth), the falsification of a hypothesis, H0, implies
either that the hypothesis is wrong . . . or that one of the other variables
or side conditions H1, H2, H3, and so forth has intervened. The Bell Curve,
by Richard J. Herrnstein and Charles Murray (1994), makes the usual
Fisherian mistake: “Psychometrics approaches a table of correlations with
one or another of its methods for factor analysis. . . . If they test traits in
common, they are correlated, and if not, not. Factor analysis tells how
many different underlying factors are necessary to account for the ob-
served correlations between them” (581). No. As Lindley put it:

It would be interesting to know how many significant results correspond
to real differences [we reply: in economics less than 20 percent, in medi-
cine and epidemiology between 10 and 30 percent, and in psychology less
than 10 percent]. It is also interesting that many experimentalists, when
asked what 5 percent significance means, often say that the probability of
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the null hypothesis is 0.05. This is not true, save exceptionally. In saying
this they are thinking like Jeffreys [or Gosset] but not acting like him.
(1991, 12)

Precisely. Modus tollens, therefore, cannot be how science actually
works, as the sons and daughters of Thomas Kuhn have been noting for
decades. The children of Kuhn do not deny that a claimed falsification in the
right circumstances is often persuasive. It is sometimes a sweet and useful
argument. Both of us have used it from time to time in our scientific work.
But falsification is nothing like the whole of scientific rhetoric. Near enough,
the hypothetico-deductive model has been falsified. The sociologists and
historians of science note that actual controversies in science are usually
about whether this or that H1, H2, H3 have intervened in the so-called cru-
cial experiment. They note that the laws of science are metaphors and sto-
ries and are persuasive often for reasons other than merely their implied
O’s. And their O’s are processed by actual scientists in ways that have more
to do with Peirce’s “abduction” than hypothetico-deductive deduction.

What is relevant here for the statistical case is that refutations of the
null are trivially easy to achieve if power is low enough or the sample is
large enough. The heroism of the Popperian tester of null hypotheses is
not very impressive. Remember the six-inch hurdles. What falsification-
ism, strictly speaking, replaced was confirmationism, namely, that if you
have a hypothesis H0 that implies observations O, then if you observe O
you can have more confidence in H0. This is called in logic the fallacy of
affirming the consequent. Because it was fallacious in simple logic—a logic
that purposely ignored alternative hypotheses, power, and prior and pos-
terior probabilities—the sons of the logical positivists such as Popper and
the followers of Fisher sought a firmer ground in modus tollens for their
deductive characterization of science.

But the so-called fallacy of affirming the consequent may not be a fal-
lacy at all in a science that is serious about decisions and belief. It is after
all how real scientists—such as Gosset, a lifelong Bayesian, Egon Pear-
son, a lifelong decision theorist and late in life a sympathizer with neo-
Bayesianism, and Richard Feynman, a lifelong physicist and advocate of
neo-Bayesianism—think. In his astonishing Subjective and Objective
Bayesian Statistics the statistician James Press reports Feynman’s view.
Said Feynman, “The Bayesian [read: Jeffreys] approach is now the pre-
ferred method of comparing scientific theories . . . [so] to compare con-
tending theories (in physics) one should use the Bayesian approach.”17
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Gosset and Feynman combine the confirmation approach with an-
other, more commonly seen in bench scientists than in philosophers of sci-
ence. It is what the physicist and philosopher of science Paul Feyerabend
called “counterinduction”: “A scientist who wishes to maximize the em-
pirical content of the views he holds and who wants to understand them
as clearly as he can must therefore introduce other views; that is, he must
adopt a pluralist methodology.”18 And in the statistical terms relevant
here, confirmationism and counterinduction are precisely the pluralist
 alternative to hard-boiled Fisherianism. Power, simulation, a variety of
experiments, triangulation, actual replication, and exploratory data analy-
sis leading to interocular trauma from the effect of magnitudes are dif-
ferent modes of affirming the consequent and are more generally a rea-
sonable program of Gosset or Bayesian and Feynman confirmationism
than is the dogma of Fisherian or Popperian falsificationism.
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Medicine Seeks a Magic Pill

I once read a paper at a society showing that a widely believed hy-
pothesis led to impossible consequences, and drew the conclusion
that the hypothesis was wrong. A member said to me afterwards “I
did not understand all that you were saying; at first you seemed to
be arguing in favour of so-and-so and then to be arguing against
it.” The room was stuffy and he may have been asleep at a crucial
moment; but when a logician of the standard of Bertrand Russell
[the “member” in the story] said that we proved that a quantitative
law could never acquire a high probability as a result of experi-
ment I did think it was time to protest. What all this leads to is
this: if a set of hypotheses, either possible scientific laws or axioms
about the best ways of thought, leads to unacceptable conse-
quences, then it is time to try to produce a different set that leads
to acceptable ones.

harold jeffreys 1963, 407 

In general you wish to know the probability that your medical hypothe-
sis, H, is true in view of the incomplete facts of the world. This is a prob-
lem of inference, inferring the likelihood of a result from data. If the symp-
toms of cholera start in the digestive system, then ingestion of something,
perhaps foul water, is a probable cause. If cases of cholera in London in
1854 cluster around particular public wells, then foul water is probably
a cause of cholera. The Fisher test does nothing to aid such judgments. It
does the opposite. It measures the probability that the facts you are ex-
amining will occur, assuming the hypothesis H is true—the fallacy of the
transposed conditional.
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The Fallacy of the Transposed Conditional

Suppose you are the sheriff arriving on the scene of The Ox-Bow Incident.
Let the hypothesis H be “the character played by Anthony Quinn was
hanged” (as in the film of 1943 he was) and the given fact—the data, O—
be that “the character played by Anthony Quinn is dead.” In general the
probability of death by hanging is very low. People are not hanged every
day in significant numbers. If, on the contrary, the given fact—the data,
O—is that “Quinn was hanged” (we repeat that we mean the character
played by him, not dear, dear Anthony) then the probability of the hy-
pothesis “Quinn is dead” is very high—say, between 95 and 100 percent.

The Fisher test can shed light on the probability that “Quinn is dead”
given that “Quinn was hanged.” What the Fisher test wants to know and
claims to measure is the opposite, the probability that Quinn was hanged,
given that Quinn is dead. In societies unlike that of Ox-Bow, in which
hanging is exceedingly rare, this probability, as we’ve noted, is close to
zero. In fact even in 1885 Nevada the probability “Quinn was hanged”
given that “Quinn is dead”—Pr(H0 � O)—was low, radically lower any-
way than a mistaken 5 percent philosophy would infer.

In a nonhanging society people die for many reasons other than hang-
ing. People die from dehydration and cattle stampedes and bullet wounds.
People die from cancer and flu and cardiac arrest. And therefore being
dead is very weak evidence indeed that Quinn was hanged. Statistically
speaking, the power of the test is not even defined. “Dead” is the datum,
not the hypothesis. Being dead is “consistent with” the hypothesis that
Quinn was hanged, to be sure, as the positivist rhetoric of the Fisherian
argument emphasizes. But so what? A myriad of other hypotheses, very
different from being hanged, and omitted from Fisherian models of un-
known power and arbitrarily omitted variables, such as catching pneumo-
nia or breaking your neck in a fall from your horse, are also consistent with
it—“it” being the fact of being dead. The Fisherian test neither falsifies nor
confirms. (In the film, incidentally, it was the lynch mob and not the sher-
iff that transposed hypothesis and data. They hung the wrong man.)

The multitalented Raymond Smullyan, a renowned logician, chess
master, former Carnap student, magician, Tao mystic, comedian, and one-
time teacher of piano at Roosevelt University, who was for many years a
member of the faculty of philosophy at Indiana University and with whom
one of us is acquainted, recounts an ancient joke about the Fisher fallacy
(oomphful evidence of the joke’s ancientness is just a moment away).
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A student enters a professor’s office, seeking advice on a course he
might take. “Why not try a course in logic?” the professor replied. “What
is logic?” “Logic,” the professor explained, “is the study of how one fac-
tual statement can be deduced from another.” “I don’t get it,” the student
said, “Can you give me an example?” “Sure. Do you have lawn mower?”
the professor asked. “Yes.” “Then you have a lawn?” “Yes, I do have a
lawn.” “From which I deduce you have a house.” “Yes, sir, I have a house.
And I am married, too.” “Do you and your wife have children?” “Yes, we
do. We have two children.” “From which I deduce that you are a hetero-
sexual male.”

“Gee,” the student exclaimed, standing up, “this logic stuff is amaz-
ing! From the fact that I have a lawn mower, you can deduce that I am a
heterosexual male!” and he dashed out of the professor’s office and into
a corridor, where he ran smack into a friend. “Whoa!” blurted the friend,
“what’s the rush?” “Well,” the proud if breathless student replied, “I’ve
just decided to enroll in a course on logic!” “What’s logic?” the friend
asked. “Logic is the study of how one factual statement can be deduced
from another. For example, do you have a lawn mower?” “No,” his friend
said, “I do not have a lawn mower.” To which the new student of logic
replied, “You are so gay!”

Jacob Cohen made our point in a syllogism in his aptly titled article,
“The Earth Is Round (p � .05)” (1994). “If a person is an American,”
Cohen writes, in a parody of the Fisherian logic, “then he is probably not
a member of Congress. This person is a member of Congress. Therefore,
he is probably not an American” (998). Cohen is pointing out that the il-
logic of being probably not an American is formally exactly the same as
the Fisherian test of significance, which is the probabilistic equivalent of
I do not have a lawn mower therefore I am not a heterosexual male. And
it is mistaken. The structure of the logic is: hypothesize that Pr(O � H0) is
low; observe O in the data; conclude therefore that Pr(H0 � O)—the trans-
posed conditional of the original hypothesis—is low. The argument ap-
pears implicitly or in less tasteful form in article after article in scientific
journals. The fallacy is explicit in most statistics textbooks, smack in the
center of the sections on hypothesis testing. It is wrong and for the same
reason the mob in The Ox-Bow Incident was wrong.

Cohen examined real world consequences of the fallacious logic for an
important topic in medicine and psychiatry, the diagnosis of adult-onset
schizophrenia (1994, 999). In the United States the incidence of schizo-
phrenia in adults is about 2 percent. Like hanging in 1885 Nevada, it is



TABLE 14.1. 5 Percent Statisticians Are Costly: The Transposed Conditional
Overestimates Schizophrenia

Result Normal Schizophrenic Total

Negative test (normal) 949 1 950
Positive test (schizophrenic) 30 20 50

Total 979 21 1,000

Source: Cohen 1994, 999–1000.

Medicine Seeks a Magic Pill � 157

rare. Let H0 � the person is normal (at any rate in the matter of schizo-
phrenia), H1 � the person is schizophrenic, and O � the test result on the
person in question is positive for schizophrenia. A proposed screening test
is estimated to have at least 95 percent accuracy in making the positive
 diagnosis (discovering schizophrenia) and about 97 percent accuracy in
declaring a truly normal case “normal.” Formally stated, Pr(normal � H0)
is approximately .97, and Pr(schizophrenic � H1) � .95.

With a positive test for schizophrenia at hand, given the more than 95
percent assumed accuracy of the test, Pr(schizophrenic � H0) is less than 5
percent—statistically significant, that is, at p � .05. In the face of such
evidence a person in the Fisherian mode would reject the hypothesis of
normal and conclude the person is schizophrenic.

But the probability of the hypothesis, given the data, is not what has
been tested. The conditional probability has been transposed. The prob-
ability that the person is normal, given a positive test for schizophrenia,
is in truth quite strong—about 60 percent—not, as Fisherians believe, less
than 3 percent, because, by Bayes’s rule:

Pr(H0 � O) � Pr(H0) � Pr(test wrong � H0) � [Pr(H0) � Pr(test wrong � H0) 

� Pr(H1) � (Pr test right � H1)] 

� (.98) � (.03) � [(.98) � (.03) � (.02)*(.95)] � .607,

a humanly important difference. Table 14.1 is Cohen’s 2 � 2 table for a
thousand cases. The table restates what Bayes’s rule proves: the condi-
tional probability of a case being normal though testing positively as
schizophrenic is, Cohen exclaims, “not small—of the 50 cases testing as
schizophrenic, 30 are false positives, actually normal, 60% of them!”
(1994, 999).

The example shows how confused—and humanly and socially dam-
aging—a fallacious conclusion from a 5 percent science can be. Think of
the doctors standing around the Linda Blair character in the old thriller



The Exorcist. One of the doctors (a Fisherian, it would seem) says of the
possessed girl, “It’s likely to be a case of split-personality disorder.” Not
likely, doctor. One of us has a good friend who as a child in the psychia-
try-spooked 1950s was diagnosed as schizophrenic. The friend has
evinced since then no symptom of the disease. But the erroneous diagno-
sis—an automatic result of the fallacy of the transposed conditional—has
kept him ever since in a state of dull terror. Imagine in other arenas, with
similarly realistically low priors, the damage done by the transposed con-
ditional in diet pills or social welfare policy or commercial advertising or
the foreign exchange markets. Once one seriously considers the concrete
implications of such a large diagnostic error—such as believing that 3 per-
cent of adults tested for schizophrenia are not schizophrenic when the
truth is that 60 percent of them are not schizophrenic—and realize that,
after all, this magnitude of diagnostic error is running NASA and the de-
partments of cardiovascular disease and breast cancer and HIV health
policy, one should perhaps begin to worry about statistical significance.

Part of the problem historically was another campaign of Fisher’s, fol-
lowing the elder Pearson: his killing off of Bayes’s rule. Gosset, we’ve
noted, was a lifelong Bayesian. He defended Bayesian methods against
all comers: Karl Pearson, Egon Pearson, Jerzy Neyman, and Fisher.1 Gos-
set in fact used Bayes’s rule in his revolutionary articles of 1908 and cru-
cially so in “The Probable Error of a Correlation Coefficient” (Student
1908b). In 1915 he wrote to the elder Pearson, “[I]f I didn’t fear to waste
your time I’d fight you on the a priori probability and give you choice of
weapons! But I don’t think the move is with me; I put my case on paper
last time I wrote and doubt I’ve much to add to it” (quoted in E. Pearson
1990, 26–27). Gosset was courageous but mild in all his fights, including
for Bayes’s methods. In the warrior culture of hardboiled-dom he was not
forceful enough.

We have discovered that Karl Pearson was in the classroom, at any
rate according to his surviving lecture notes, more sensible than Fisher in
his assessment of Bayes.2

Use of Bayes’ Theorem—Give example—Hence importance of using in-
verse probabilities. They are keynote to inductive logic. i.e. judging from
experience to future events. Here we have exactly the same two points:

(1). A priori ignorance of what will take place i.e. of its chance—

(2). The experience of the past projected into the future as a basis for its
prediction—i.e. permanence of statistical ratios. The permanence of
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statistical ratios is bad on our experience of futures which become
pasts. Our faith in permanence is also a probability band on a wide
range of statistics.

Statistical ratios change in biological phenomena, do they change
in physics? Growth of stability, oxygen, atomic weight of,—What is
an element?—Chances in case of a priori ignorance.

(a.) Bayes hypothesis.—equal distribution of ignorance

(b.) Popular view, chance � .5 event as belief to fail as to succeed.
Argument against this. Male & female births . . .

Pearson, you can see, was educating his students in Bayes’s rule. But he
wouldn’t credit Bayes’s rule in public.

Fisher was still more severe, as Sandy Zabell has shown, wholly intol-
erant of “inverse probability.”3 In Fisher’s campaigns for maximum like-
lihood and his own notion of “fiducial probability” (one of the few cam-
paigns of Fisher’s that failed) he tried to kill off prior and posterior
probability, and—at least with the mass of research workers as against
the few highbrows—he largely succeeded. Egon Pearson and Neyman
were at first persuaded by Fisher to turn from Bayes’s rule.4 But later in
life, after Fisher died, Egon reverted to his original position. “Today in
many circles,” he said, “the current vogue is a neo-Bayesian one, which
is of value because it calls attention to the fact that, in decision making,
prior information must not be neglected.”5

Medical scientists should be alarmed by the Fisherian notion that one
would even consider “neglecting” prior information. Puzzled by what ap-
peared to be a high variance in his heartbeat, one of us recently took a car-
diac stress test, running on an increasingly steep and fast treadmill while
connected to an electrocardiogram machine. While running along he ex-
plained in the way of professors to the female doctor present, a North-
western University MD, the main point of our book. As the test and the
brief lecture on the state of applied medical statistics ended, the doctor
said, laughing, “You’re a poster boy for cardiac health—and medically-
substantive significance.”

She had known and had worried about the infestation of p-values in
medicine. But she had not known about the death of Bayes’s rule in pub-
lished medical research. In her daily duty at the hospital of rapidly as-
sessing cardiovascular health, she noted, of course she depends on prior
probability. “You don’t have to wait for the logistic regression,” she said,
“to guess that a panting, obese, and cigarette-smoking fifty-five-year-old
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man who can’t run the treadmill is in for it. Can’t.” As the psychologist
William Rozeboom said in 1960, “Insistence that published data must
have the biases of the null-hypothesis-testing [or non-Bayesian] method
built into the report, thus seducing the unwary reader into a perhaps
highly inappropriate interpretation of the data, is a professional disserv-
ice of the first magnitude” (428). Clearly.

The 5 percenter longs to find a body of data “significant and consis-
tent with” some hypothesis. The motive is by itself blameless. But, as Jef-
freys observed long ago, the sequence of the 5 percenter’s search procedure
is backward and paradoxical (1963, 409). The 5 percenter is looking at
the wrong thing in the wrong way. He’s like a detective who interviews nu-
merous suspects to a crime before the crime has been committed or like
the delusional man on the street who waves on the coming traffic while
standing in front of it. He assesses a null hypothesis relative to no concrete
alternatives.

A bizarre example with medical implications can be found in the writ-
ings of G. Stanley Hall, a premier psychologist of the early twentieth cen-
tury. Observing in 1904 a higher suicide rate among women (O), Hall
strongly “accepts” his hypothesis (H1) that women are evolutionarily in-
ferior. Suicide, Hall writes, “is one expression of a profound psychic dif-
ference between the sexes.”

Woman’s body and soul is phyletically older and more primitive, while
man is more modern, variable, and less conservative. Women are always
inclined to preserve old customs and ways of thinking. Women prefer
passive methods; to give themselves up to the power of elemental forces,
as gravity, when they throw themselves from heights or take poison, in
which methods of suicide they surpass men. Havelock Ellis thinks
drowning is becoming more frequent, and that therein women are be-
coming more womanly. (1904, 194, quoted in Gould 1981, 118) 

One of us has an elderly aunt who can sit in the garden of a hot, Indi-
ana summer evening untouched by mosquitoes. She chalks up her immu-
nity to a side effect of a “nuclear treatment” received at midcentury to at-
tack a tumor. Her sisters reply sarcastically, “Yes, dear, you’re positively
glowing!” Well, who’s to deny her? Medical science since the arrival of
Fisher’s methods has had a problem with narrative. In the 1940s thought-
ful people believed that the use of p’s and t’s in the design and evaluation
of clinical trials would mark an advance over old wive’s tales, crankery,



TABLE 14.2. The Savitz, Tolo, and Poole Study of “Significance” in the American
Journal of Epidemiology

Source: Savitz, Tolo, and Poole 1994, table 1, 1049.
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anecdote, folkways, and fast-talking patent medicine salesmen. The dream
of mechanization was as compelling in medicine as it was in war, social
work, and the philosophy of mind. Case studies such as the Indiana aunt
were projected onto the table of t. “Let the table decide.” At 5 percent the
medical scientists suddenly submitted, eyes locked hard in a sizeless stare.
But the new method is just a mutation of old husband’s tales, statistical
crankery, probabilistic anecdote, scientific folkways, and fast-talking,
twenty-first-century, statistical patent medicine salesmen.

In Epidemiology, as in Medicine, the Transposed
Conditional Attaches to the Sizeless Stare

In the 1994 volume of the American Journal of Epidemiology David A.
Savitz, Kristi-Anne Tolo, and Charles Poole examined 246 articles pub-
lished in the journal around the years 1970, 1980, and 1990. The articles
were divided into three categories: infectious disease epidemiology, cancer
epidemiology, and cardiovascular disease epidemiology. Each category con-
tained for each date a minimum of 25 articles (see table 14.2). The main
findings are presented in their figure 4, “Percent of articles published in
the American Journal of Epidemiology classified as partially or completely
reliant on statistical significance testing for the interpretation of the study
results, by topic and time period” (1050). The findings are not surprising.
The study shows that in 1990 some 60 to 70 percent of all cardiovascular
and infectious disease epidemiologists relied exclusively on statistical sig-
nificance as a criterion of epidemiological importance, as though fit were
the same thing as importance. A larger share relied on the fallacy of the
transposed conditional. The abuse was worse in 1990 than earlier.

The cancer researchers were less enchanted with statistical significance
than cardiological and infectious disease researchers were, but they did
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not reach standards of common sense. Savitz, Tolo, and Poole found that
after a 60 percent reliance on a mere statistical significance in the early
1970s the abuse of p-values by cancer researchers actually fell. We don’t
know why. Maybe too many people had died. Still, 40 percent of all the
cancer research articles in 1990 relied exclusively on Fisher’s Rule of Two
(1994, 1050).

In epidemiology, then, the sizeless stare of statistical significance is rel-
atively recent, cancer research being an exception. In 1970 only about 20
percent of all articles on infectious disease epidemiology relied exclusively
on tests of statistical significance. Confidence intervals and power calcula-
tions were of course absent. But epidemiology was not then an entirely sta-
tistical science. Only about 40 percent of all empirical articles in infectious
disease epidemiology employed some kind of statistical test. But suddenly
significance took hold, and by 1980 some 40 percent relied exclusively on
the tests (compare our “question 16” in economics, where in the 1980s it
was about 70 percent). And by 1990 most subfields of epidemiology had,
like economics and psychology, become predominately Fisherian. Statisti-
cal significance came to mean “epidemiological significance.” Statistical
insignificance came to mean “ignore the results.” Remember Vioxx.

Medicine Doesn’t Pass the Test

Douglas G. Altman, a statistician and cancer researcher at the Medical
Statistics Laboratory in London, has been watching the use of medical
statistics, and especially the deployment of significance testing, for twenty
years. In 1991 Altman published an article called “Statistics in Medical
Journals: Developments in the 1980s.” The article appeared in Statistics
in Medicine. Altman’s experience had been similar to ours in economics.
At conferences and seminars Altman’s colleagues would claim to be con-
vinced that the abuse of t-testing had by the 1980s abated and was prac-
ticed only by the less competent medical scientists. Any thoughtful reader
of the journals knew that such claims were false. To bias the results in
favor of the defenders of the status quo Altman examined the first one
hundred “original articles” published in the 1980s in the New England
Journal of Medicine. These were new and full-length research articles
based on never before released or published data from clinical studies or
other methods of observation. Altman’s sample design was meant to repli-
cate for comparative purposes an earlier study by Emerson and Colditz
(1983), who studied the matter in 1978–79 (Altman 1991, 1899).
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The findings:

It is my impression that the trends noted by Felson et al. have continued
throughout the 1980s. . . . The obsession with significant p values is seen
in several other ways:

(i) Reporting of [statistically] significant results rather than those of
most importance (especially in abstracts);

(ii) The use of hypothesis tests when none is appropriate (such as for
comparing two methods of measurements or two observers);

(iii) The automatic equating of statistically significant with clinically im-
portant, and non-significant with non-existent;

(iv) The designation of studies that do or do not “achieve” significance
as “positive” or “negative” respectively, and the common associ-
ated phrase “failed to reach statistical significance.” . . . A review [by
other investigators] of 142 articles in three general medical journals
found that in almost all cases (1076/1092) researchers’ interpreta-
tions of the “quantitative”(that is, clinical) significance of their re-
sults agreed with statistical significance. Thus across all medical
areas and sample size p rules, and p � 0.05 rules most. It is not sur-
prising if some editors share these attitudes, as most will have passed
through the same research phase of their careers and some are still
active researchers. (Altman 1991, 1906)

Altman was not surprised when he found in medicine, as we were not
surprised in economics, that his colleagues were deluding themselves. “I
noted in the first issue of Statistics in Medicine that most journals gave
much more attention to the format of references in submitted articles than
they gave to the statistical content,” Altman wrote. “This remains true”
(1991, 1900). Editors are much exercised, he observed with gentle sar-
casm, over whether to use “P, p, P, or p values” (1902)—but pay no heed
to oomph. “It is impossibly idealistic,” Altman believed, “to hope that we
can stop the misuse of statistics, but we can apply a tourniquet . . . by con-
tinuing to press journals to improve their ways” (1908).

Steven Goodman, in a meaty piece on the “p-value fallacy” published in
the Annals of Internal Medicine, observed ruefully that “biological under-
standing and previous research play little formal role in the interpretation
of quantitative results.” That is, Bayes’s rule is set aside, as is the total qual-
ity management of medical science, the seeing of results in their context of
biological common sense. “This [narrowly Fisherian] statistical approach,”
Goodman writes, “the key components of which are P values and hypoth-
esis tests, is widely perceived as a mathematically coherent approach to
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 inference. There is little appreciation in the medical community that the
methodology is an amalgam of incompatible elements.”6

Altman, Savitz, Goodman, and company are not rare dismissible mad-
men, high on the wrong medicine. According to Altman, between 1966 and
1986 fully 150 articles were published criticizing the use of statistics in med-
ical research (1991, 1897). 150. The studies agreed that Fisher significance
in medical science had become the nearly exclusive technique for making a
quantitative decision and that statistical significance had become in the
minds of medical writers equated increasingly, and erroneously, with clini-
cal significance. You yourself may be killed by it.
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Rothman’s Revolt

It is curious how often the most acute and powerful intellects have
gone astray in the calculation of probabilities.

william stanley jevons 1877, 231

Declarations of “significance” or its absence can supplant the need
for any real interpretation of data; the declarations can serve as a
mechanical substitute for thought, promulgated by the inertia of
training and common practice.

kenneth j. rothman 1986, 118 

As early as 1978 the situation was sufficiently dire that two contributors
to the New England Journal of Medicine, Drummond Rennie and Ken-
neth J. Rothman, published op-ed pieces in the journal pages about the
matter (Rennie 1978; Rothman 1978). Rennie, the deputy editor of the
journal—and in the 2000s the deputy editor of the Journal of the Amer-
ican Medical Association—was not critical of his colleagues’ practice. But
Rothman, who was a young associate professor at Harvard and the
youngest member of the editorial board, blasted away. In “A Show of
Confidence” he made a crushing case for measuring clinical significance,
not statistical significance. Citing a Freiman et al. article on “71 Negative
[Clinical] Trials” (1978) Rothman argued that the measurement and in-
terpretation of size of effects, confidence intervals, and examination of
power functions with respect to effect size (à la Freiman et al. by graphic
demonstration) was the better way forward.
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Dear Author: About Those P-Values

Rothman—an epidemiologist and biostatistician with a lifelong interest in
the rhetoric of his fields—wanted to shift the statistical rhetoric of his
fields toward the promised land of Gosset and Jeffreys. Rennie and the
other editors decided on a different solution. Original articles would be
subjected to a prepublication screening by a professional statistician.
Rothman was at first hopeful, thinking statistical review would repair the
journal. The director of statistical reviews was well chosen—the late Fred-
erick Mosteller (1916–2006), the founder of Harvard’s Statistics Depart-
ment and a giant of twentieth-century data analysis. But Mosteller was
only the director, not the worker. Rothman tells us that he as the inside
critic and Mosteller as the outside director had not been able to do any-
thing together to raise the standards.1 The problem with prepublication
statistical review, of course, is that the articles go not to the Rothmans
and Mostellers and Kruskals but out to Promising Young Jones in the
outer suburbs dazzled by his recently mastered 5 percent textbooks. An
example nowadays is the “Statistical Analysis Plan,” aptly acronymized
as SAP, which lays down the minimum statistical criteria considered ac-
ceptable by the Food and Drug Administration.

Ironically, Harold Hotelling had worried over the problem in 1940,
writing that “every university department has a bright graduate student
whose placement is an immediate problem.”

Young Jones has already demonstrated a quantitative turn of mind in
the course on Money and Banking, or in the Ph.D. thesis on which he has
already made substantial progress, dealing with The Proportion of Pub-
lic School Yard Areas Surfaced with Gravel. He may even recall having
had a high-school course in trigonometry. His personality is all that
might be desired. . . . And so the “Instructor [or prepublication reviewer]
to be announced” materializes as Jones. (1940, 14)

Rothman complained in his editorial in the New England Journal that
Fisherian “testing . . . is equivalent to funneling all interest into the pre-
cise location of one boundary of a confidence interval” (1978, 1363). It
continued to funnel furiously in the pages of Lancet, the British Medical
Journal, the New England Journal of Medicine, and hundreds of other
journals of medicine throughout the 1980s.

Rothman then became assistant editor of the American Journal of Pub-
lic Health (AJPH). The chief editor “seemed to be sympathetic” with
Rothman’s views—Rothman recalls one time when the editor backed him
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up in a little feud with a well-placed statistician. Still, Rothman’s views
hardly set journal policy, and it shows in the journal. Rothman finally
found his chance when in 1990, after fifteen years of quiet struggle, he
started his own journal, Epidemiology.

His editorial letter to potential authors was unprecedented.

When writing for Epidemiology, you can . . . enhance your prospects if
you omit tests of statistical significance. . . . In Epidemiology, we do not
publish them at all. . . . We discourage the use of this type of thinking in
the data analysis, such as in the use of stepwise regression. We also would
like to see the interpretation of a study based not on statistical signifi-
cance, or lack of it, for one or more study variables, but rather on careful
quantitative consideration of the data in light of competing explanations
for the findings. For example, we prefer a researcher to consider whether
the magnitude of an estimated effect could be readily explained by un-
controlled confounding or selection biases, rather than simply to offer the
uninspired interpretation that the estimated effect is “significant.” . . .
Misleading signals occur when a trivial effect is found to be “significant,”
as often happens in large studies, or when a strong relation is found “non-
significant,” as often happens in small studies. (Rothman 1998, 334)

Like Gosset and Jeffreys and Zellner, Rothman doubted the philosophi-
cal grounding of p-values (334). As Jeffreys put it:

If P is small, that means that there have been unexpectedly large depar-
tures from prediction [under the null hypothesis]. But why should these
be stated in terms of P? The latter gives the probability of departures,
measured in a particular way, equal to or greater than the observed set,
and the contribution from the actual value [of the test statistic] is nearly
always negligible. What the use of P implies, therefore, is that a hypoth-
esis that may be true may be rejected because it has not predicted ob-
servable results that have not occurred. This seems a remarkable proce-
dure. On the face of it the fact that such results have not occurred might
more reasonably be taken as evidence for the law [or null hypothesis],
not against it. The same applies to all the current significance tests based
on P integrals. (Jeffreys 1961, 385; editorial insertions by Arnold Zell-
ner [1984, 288]; italics in original)

Rothman concluded the letter by offering advice on how to publish, quan-
titatively, epidemiologically significant figures such as odds ratios on spe-
cific medical risks bounded by confidence intervals.

Now with his own journal, Rothman was going to get it right. In Jan-
uary 1990 he and the associate editors Janet Lang and Cristina Cann
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published another luminous editorial, “That Confounded P-Value”
(Lang, Rothman, and Cann 1998). They “reluctantly” (8) agreed to pub-
lish p-values when “no other” alternative was at hand. But they strongly
suggested that authors of submitted manuscripts illustrate “size of ef-
fect” (7) in “figures”—in plots of effect size.

Rothman and his associates were and are not alone, even in epidemi-
ology. The distinguished statistician James O. Berger (2003) has recently
shown how epidemiologists and other sizeless scientists go wrong with 
p-values. Use of Berger’s applet, a public-access program, shows Roth-
man’s skepticism to be empirically sound.2 The program simulates a series
of tests, recording how often a null hypothesis is “true” in a range of dif-
ferent p-values. Berger cites a 2001 study by the epidemiologists J. A. C.
Sterne and G. Davey Smith, which found that “roughly 90% of the null
hypotheses in the epidemiology literature are initially true.” Berger re-
ports that even when p “is near 0.05, at least 72%—and typically over
90%” of the null hypotheses will be true.3 Berger agrees with Rothman
and the authors here that, on the contrary, “true” is a matter of judg-
ment—a judgment of epidemiological, not mere statistical, significance. It
is about the quality of the water from the London wells.

Rothman’s letter is only the most explicit of a thin, bright stream of
such declarations from editors in the statistical sciences. In our own field
we have Morris Altman’s in the Journal of Socio-Economics, Diana Strass-
man’s in Feminist Economics, and Marc Gaudry’s in his journal of trans-
portation economics. And in psychology, as we have noted, there have
been a couple of dozen such editorial cries of anguish.4

Rothman’s letter itself elicited no response. This is our experience, too:
many of the Fisherians, to put it bluntly, seem to be less than courageous
in defending their views. Hardly ever have we seen or heard an attempt
to provide a coherent—or indeed any—response to the case against null-
hypothesis testing for “significance.” The only published response that
Rothman can recollect in epidemiology came years before the letter from
J. L. Fleiss, a prominent biostatistician, in the American Journal of Pub-
lic Health (1986). But Fleiss merely complained that “an insidious mes-
sage is being sent to researchers in epidemiology that tests of significance
are invalid and have no place in their research” (559). He gave no actual
arguments for giving Fisherian practices a place in research. This is simi-
lar to our experience. Kevin Hoover and Mark Siegler offered in 2005
(published in 2008) the only written response to our complaints in eco-
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nomics that we have seen. Courageous though it was for them to venture
out in defense of the Fisherian conventions, a sterling exception to the
nervous silence of their colleagues, they could offer no actual arguments
(although, as we have noted, they did catch us in a most embarrassing
failure to take all the data, as we thought we had, from the American Eco-
nomic Review in the 1990s). Hoover and Siegler merely wax wroth for
many pages against our strictures.

On the Truck and Barter blog Kevin Brancato of the Rand Corporation
looked into the matter with some care, starting from a position sympa-
thetic with Hoover and Siegler. But of their blast he concluded, “I must
say that I’m disappointed. . . . I don’t think Hoover and Siegler have much
new to say other than [that] the problem is not as bad as Ziliak and Mc-
Closkey claim. However, this is an empirical question, that in my mind,
Hoover and Siegler fail to address thoroughly—in fact, not even in a cur-
sory fashion. . . . In sum: A majority of papers in the AER in the 1980’s and
1990’s did not distinguish economic and statistical significance, although
trends in the share are not yet determinable.” And a bit later the distin-
guished economist Thomas Mayer, who has for a long time been making
the same point about econometric practice as we make here, remarked: “I
don’t understand the relevance of the table with the additional papers. Isn’t
the main issue whether authors pay attention to the size of the coefficients?
And that is not in the table. What am I missing?” Professor Mayer is not
missing anything: the main issue is, as Mayer suggests, not whether the
Ziliak and McCloskey survey as originally published contained “the entire
population” but whether, on the evidence of any reasonable sample of
 statistical practice in the American Economic Review (100 percent or an
as-it-happens random sample of less than 100 percent), the authors pay
attention to the size of the coefficients. A large majority—over 80 per-
cent—do not. About this error, our critics Hoover and Siegler, and it
 appears the rest of the econometric profession, have nothing to say. “Not
even,” as Brancato points out, “in a cursory fashion.”

Even the rare courageous Fisherians, in other words, do not deign to
make a case for their procedures. They merely complain that the proce-
dures are being criticized. “Other defenses of [null-hypothesis significance
testing],” Fidler et al. observed, “are hard to find.”5 The Fisherians, being
comfortably in control, appear inclined to leave things as they are, sans ar-
gument. One can understand. If you don’t have any arguments for an in-
tellectual habit of a lifetime perhaps it is best to keep quiet.
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A Revolt That Failed? 
Epidemiology and the Fidler Study

Rothman’s campaign did not succeed, as an article in 2004 jointly au-
thored by Fidler, Thomason, Cumming, Finch, and Leeman concluded
(Fidler et al. 2004b). They found, as we and others have found in eco-
nomics and psychology and other fields of medicine, that epidemiology is
getting worse despite Rothman. Over 88 percent of more than seven hun-
dred articles they reviewed in Epidemiology (between 1990 and 2000)
and the American Journal of Public Health (between 1982 and 2000)
failed, they find, to distinguish and interpret substantive significance. In
the American Journal of Public Health some 90 percent confused a sta-
tistically significant result with an epidemiologically significant result and
equated statistical insignificance with substantive unimportance. Epi-
demiology journals, in other words, performed worse than the New En-
gland Journal of Medicine, Rothman’s training ground as editor.

Fidler and her coauthors observe that for decades “advocates of sta-
tistical reform in psychology have recommended confidence intervals as an
alternative (or at least a supplement) to p values” (Fidler et al. 2004b,
120). The American Psychological Association’s Publication Manual
called confidence intervals in 2001 “the best reporting strategy,” though
few seem to be paying attention.6 Since the mid-1980s confidence inter-
vals have been widely reported in medical journals. Unhappily, requiring
the calculation of confidence intervals, contrary to our optimistic hope,
does not guarantee that effect sizes will be interpreted more carefully or
indeed at all. Savitz, Tolo, and Poole (1994) find that even though 70 per-
cent of articles in the American Journal of Epidemiology report confi-
dence intervals “inferences are made regarding statistical significance tests,
often based on the location of the null value with[out] respect to the
bounds of the confidence interval” (1051). In other words, say Fidler and
her coauthors, confidence intervals “were simply used to do [the null-hy-
pothesis testing ritual]” (2004b, 120).

They also point out that there has been “little interdisciplinary discus-
sion of null-hypothesis significance testing” (Fidler et al. 2004b, 119). The
fact is strange but true. The recent “perestroika” in political science has
forced rational-choice theorists and other econowannabes to pause in their
imposition of Max U and t-tests on the field. But pause only, we’ve noted,
not reverse their descent to substantive insignificance. The young econo-
mists in the so called post-autistic movement, many members of the Asso-
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ciation for Social Economics, scores of Marxists, and a few other econo-
mists, especially those associated with feminist economics and Daniel
Klein’s Econ Journal Watch (such as the two of us), have applauded moves
toward substance. Long before, in their 1970 anthology, The Significance
Test Controversy (1970), the sociologists Denton Morrison and Ramon
Henkel brought together psychologists and sociologists (and one econo-
mist) to conspire against the hegemony of Fisher. But even these sizable
steps toward an interdisciplinary recognition of the problem failed.

Fidler and her coauthors attempted, as we have, to assemble outside
allies. They “sought lessons for psychology from medicine’s experience
with statistical reform by investigating two attempts by Kenneth Roth-
man to change statistical practices.” They examined 594 American Jour-
nal of Public Health articles published between 1982 and 2000 and 110
Epidemiology articles published in 1990 and 2000.

Rothman’s editorial instruction to report confidence intervals and not p
values was largely effective: In AJPH, sole reliance on p values dropped
from 63% to 5%, and confidence interval reporting rose from 10% to
54%; Epidemiology showed even stronger compliance. However, com-
pliance was superficial: Very few authors referred to confidence intervals
when discussing results. The results of our survey support what other
research has indicated: Editorial policy alone is not a sufficient mecha-
nism for statistical reform. (Fidler et al. 2004b, 119)

Rothman himself has said of his attempt to reduce p-value reporting in his
Epidemiology that “my revise-and-resubmit letters . . . were not a covert
attempt to engineer a new policy, but simply my attempt to do my job as
I understood it. Just as I corrected grammatical errors, I corrected what I
saw as conceptual errors in describing data.”7

Fidler’s team studied the American Journal of Public Health and Epi-
demiology before, during, and after Rothman’s editorial stints, before and
after the International Committee of Medical Journal Editors’ creation of
statistical regulations encouraging the analysis of effect size, and before
and after the changes to the AJPH’s “Instructions to Authors” encourag-
ing the use of confidence intervals. Rothman as assistant editor of course
did not make policy at the journal. He made his own preferences known
to authors, but ultimately he “carried out the editor’s policy,” which only
occasionally overlapped with Rothman’s ideal.8

Fidler et al. counted a statistical practice “present,” such as asterisk bio-
metrics, the ranking of coefficients according to the size of the p-value, if

Rothman’s Revolt � 171



an article contained at least one instance of it. Their full questionnaire is
similar to ours in economics, focusing on substantive as against statistical
significance testing. Did significant mean “epidemiologically important”
or “statistically significant”? Practice was recorded as ambiguous if the au-
thor or authors did not preface significant with statistically, follow the state-
ment of significance directly with a p-value or test statistic, or otherwise dif-
ferentiate between statistical and substantive interpretations. Explicit
power in their checklist means “did a power calculation.” Implicit power
means some mention of a relationship between sample size, effect size, and
statistical significance was made—for example, a reference to small sample
size as perhaps explaining failure to find statistical significance.

The results, alas:

Of the 594 AJPH articles, 273 (46%) reported null hypothesis significance
tests. In almost two thirds of the cases “significant” was used ambigu-
ously. Only 3% calculated power and 15% reported “implied power.”
[A]n overwhelming 82% of null-hypothesis-siginificance-test articles had
neither an explicit nor implicit reference to statistical power, even though
all reported at least one non-significant result. (Fidler et al. 2004b).

Fifty-four percent of American Journal of Public Health articles reported
confidence intervals; 86 percent did in Epidemiology. But “Table 2 shows
that fewer than 12 percent of AJPH articles with confidence intervals in-
terpreted them and that, despite fully 86 percent of articles in Epidemiol-
ogy reporting confidence intervals, interpretation was just as rare in that
journal.”9 The situation, they find, did not improve with the years. The
authors usually did not refer in their texts to the width of their confidence
intervals and did not discuss what is epidemiologically or biologically or
socially or clinically significant in the size of the effect. In other words, dur-
ing the past two decades more than six hundred of some seven hundred
 articles published in the leading journals of public health and epidemiol-
ogy showed no concern with epidemiological significance. Thus, too, eco-
nomics, sociology, population biology, and other Fisherian fields.

Our reading diverges from that of Fidler et al. in only one respect. Roth-
man, we find, was in his own journal quite successful in getting authors to
focus on the epidemiological meaning of their empirical results. Interpre-
tation of effect size was the primary concern of nearly every article we ex-
amined, and only the rare author seemed to believe that statistical signifi-
cance at conventional levels was necessary for proving a scientific result.
And, contrary to the depressing claim of Fidler et al., none of the authors
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in Epidemiology we read seemed to believe that statistical significance suf-
ficed. Of sixteen “original articles” published in the premier issue (Janu-
ary 1990), for example, six were both quantitative and nonmethodologi-
cal. Of those six articles, three used tests of statistical significance. Each of
the three articles reported confidence-interval widths, and each of them
 focused on effect size, usually in terms of the epidemiological meaning of
estimated odds ratios. Two of the methodological papers (including one
by Rothman himself) were sharply critical of conventional significance test-
ing and suggested alternative methods. Of seventeen original articles pub-
lished in January 1996 (vol. 7, no. 1), fifteen were both quantitative and
nonmethodological. Of those fifteen articles, thirteen used tests of statisti-
cal significance. All reported confidence intervals, and fourteen of fifteen
showed the widths of the confidence intervals and interpreted effect sizes.
One article (Mink et al. 1996), a study concerning cigarette smoking and
ovarian cancer, relied on the conventional qualitative standard of statisti-
cal significance, and another (Schwartz 1996, 23–24) seemed a little over-
charmed by statistical fit. But only Mink et al. relied heavily on significance
testing and, despite it, did finally interpret the epidemiological meaning of
risk ratios. Schwartz did not rely entirely on fit and focused on the inter-
pretation of effect size (23, 25). The pattern in January 2000 (vol. 11, no.
1), the last issue of the journal before Rothman and his associates passed
the torch to Allen Wilcox and others, is about the same.

The standard of clinical or epidemiological significance in Epidemiol-
ogy, January 1990 to January 2001, is in our estimation quite high—truly
exemplary among the testimating sciences. Rothman’s journal resembles
the best of radiology or cell biology or our own field of economic history.
The arguments focus on quantitative standards established in previous
empirical studies and almost entirely avoid the sizeless stare. Anne Prener,
G. Enghom, and O. M. Jensen, in “Genital Anomalies and Risk for Tes-
ticular Cancer in Danish Men,” is typical.

Adjustments [of crude data] in the logistic regression analysis for birth
order, social class, birth weight, and year of birth increased the RR [rel-
ative risk ratio] to 5.2 (95% confidence interval � 3.1–13.0). Men with
a history of undescended testis were 7.3 times more likely to develop tes-
ticular seminoma, whereas undescended testis was associated with an
RR of 3.6 for nonseminoma testicular cancer. (1996, 15)

In the concluding remarks, Prener and her coauthors compare the risk for
testicular cancer to risks found in related studies, and the confidence bands
are always in sight (17). Prener’s is a meaningful quantitative rhetoric.
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TABLE 15.1. The Fidler Sample

Number of
Publication Articles
Year Coded Reason for Choosing Year

1982 67 Pre-Rothman
1986 98 Expected maximum influence of Rothman, whose term was

1984 to February 1987
1988 71 Immediate post-Rothman
1989 72 Post-Rothman
1990 72 Post-Rothman and post-ICMJEa recommendations (pub-

lished 1988, referred to in AJPHb “instructions to
authors” in 1989)

1993 72 New editor and specific reference to ICMJE recommenda-
tions dropped from “instructions to authors” in 1991

1994 72 As for 1993
2000 70 Recent practices

Source: Fidler et al. 2004b, 121, table 1.
aInternational Committee of Medical Journal Editors.
bAmerican Journal of Public Health.
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Editor Effect

Still, Fidler et al. are in a larger sense correct. Most epidemiological re-
search is bamboozled by statistical significance. When in 2000 Rothman
left his post as editor of Epidemiology confidence-interval reporting re-
mained high—it had become common in medical journals. But in the
American Journal of Public Health reporting of unqualified p “again be-
came common.” Rothman’s success at Epidemiology appears to have been
longer lasting. Still, interpretation in other journals of epidemiology is
rare. “In both journals [Fidler et al. should add ‘but not in Epidemiol-
ogy’] . . . when confidence intervals were reported, they were rarely used
to interpret results or comment on [substantive] precision. This rather
ominous finding holds even for the most recent years we surveyed” (Fidler
et al. 2004b, 123). Fidler and her team confirm in thousands of tests what
Savitz, Tolo, and Poole found in the American Journal of Epidemiology
in tens of thousands of tests (1994) and what Rossi found in 39,863 tests
in psychology and speech and education and sociology and management
(1990, 648). See Table 15.1.

It appears that one editor working in isolation cannot turn a science
equipped with personal computers and canned programs away from the
Significance Mistake, even well-placed editors speaking from important
scientific institutions. A Rothman or Altman can affect the price of sig-
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nificance in his own journal. But in the larger market, as economists say,
he is a price taker.

The historian of medicine Richard Shyrock argued long ago that in-
struments such as the stethoscope and the X-ray machine saved some parts
of medicine from the Fisherian pitfall. If one can see or hear the problem,
one does not need to rely on correlations (1961, 228). Since 1961, though,
doctors have lost many of their skills of physical assessment, even with the
stethoscope (and certainly with their hands) and have come to rely on a
medical literature deeply infected with Fisherianism. Shyrock’s piece ap-
peared in 1961 in a special issue of Isis on the history of quantification in
the sciences, mostly celebrating the statistical side of it. Puzzlingly, none
of the contributors to the symposium mentioned the Gosset-Fisher-
Neyman-Pearson-Jeffreys-Deming-Savage complex. Fisher-significance, the
omission suggests, was not to be put on trial. The inference machines re-
mained broken.
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On Drugs, Disability, and Death

Whether statisticians like it or not, their results are used to decide
between hypotheses, and it is elementary that if p entails q, q does
not necessarily entail p. We cannot get from “the data are unlikely
given the hypothesis” to “the hypothesis is unlikely given the data”
without some additional rule of thought. Those that reject inverse
probability have to replace it by some circumlocution, which leaves
it to the student to spot where the change of data has been slipped
in[, in] the hope that it will not be noticed.

harold jeffreys 1963, 409 

By 1988 the International Committee of Medical Journal Editors had been
sufficiently pressured by the Rothmans and Altmans to revise their “uni-
form requirements for manuscripts submitted to biomedical journals.”
“When possible,” the committee wrote, “quantify findings and present
them with appropriate indicators of measurement error or uncertainty
(such as confidence intervals). Avoid sole reliance on statistical hypothe-
sis testing, such as the use of p values, which fail to convey important
quantitative information”(in Fidler et al. 2004b, 120). The formulation is
not ideal. The “error” in question is tacitly understood to be sampling
error alone when after all a good deal of error does not arise from the
smallness of samples. “Avoid sole reliance” on the significance error
should be “Don’t commit” the significance error. The “important quan-
titative information” is effect size, which should have been mentioned ex-
plicitly. Still, it was a good first step and in 1988 among the sizeless sci-
ences was amazing.

The requirements—on which at a formative stage Rothman, among
others, had contributed an opinion—were widely published. They ap-
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peared, for instance, in the Annals of Internal Medicine—where later the
Vioxx study was published—and in the British Medical Journal. More
than three hundred medical and biomedical journals, including the Amer-
ican Journal of Public Health, notified the international committee of their
willingness to comply with the manuscript guidelines (Fidler et al. 2004b,
120). But the requirements have not helped.

“Significant” Temptations to Use Drugs

The essence of the problem of reform—and the proof that we need to
change academic and institutional incentives, including criteria for win-
ning grants—is well illustrated in a study we have already mentioned of
“temptation to use drugs” published in the Journal of Drug Issues. The
study was financed by the Centers for Disease Control. It was authored by
two professors of public health at Emory University (one of them an as-
sociate dean for research) and a third professor, a medical sociologist at
Georgia State University. The study was conducted in Atlanta between
August 1997 and August 2000. Its subjects were African American
women—mothers and their daughters—living in low-income neighbor-
hoods of Atlanta.1 The dependent variable was “frequency-of-[drug] use
and times-per-day” multiplied for each drug type and summed by month.
In the 125 women studied the value of the dependent variable ranged from
zero to 910, that is, from zero to an appalling thirty drug doses a day.

Statistical significance decides everything.

Initially, each of the temptations-to-use drugs variables was entered into
simple regression equations, to determine if they were statistically sig-
nificant predictors of the outcome measure. Next, those found to be re-
lated to amount of drug use reported were entered simultaneously into
a stepwise multiple regression equation. . . . Next, the bivariate rela-
tionships between the other predictor variables listed earlier were ex-
amined one by one, using Student’s t tests whenever the independent
variable was dichotomous. . . . Items that were found to be marginally-
or statistically-significant predictors in these bivariate analyses were se-
lected for entry into the multivariate equation. (Klein, Elifson, and Sterk
2003, 169, 170)

The authors do at least report mean values of the temptations to use
drugs—a first step in determining substantive significance. For example,
they report that women were “least tempted to use drugs when they were
talking and relaxing (74.0%), experiencing withdrawal symptoms
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(73.3%), [and] waking up and facing a difficult day (70.7%). And they
would be tempted “quite a bit” or “a lot” when they were “with a part-
ner or close friend who was using drugs (38.5%)” or when “seeing an-
other person using and enjoying drugs (36.1%)” [170]. Recall how the au-
thors presented their findings.

while with friends at a party (p � .001), while talking and relaxing (p �
.001), while with a partner or close friend who is using drugs (p � .001),
while hanging around the neighborhood (p � .001), when happy and
celebrating (p � .001), when seeing someone using and enjoying drugs
(p � .05), when waking up and facing a tough day (p � .001), 

And on and on. Remember that the article concluded that “The only item
that was not associated with the amount of drugs women used was ‘when
one realized that stopping drugs was extremely difficult’” (172).

This is a hoax, perhaps a belated retaliation for the 1990s Social Text
scandal, in which a scientist posed as a postmodern theorist to expose in-
tellectual pretense. Alas, it’s not. What is the scientific or policy oomph
of such a temptations-to-use-drugs study? Everything is alleged to be
“significant.”

Be Not Tempted by Other False Idols, 
Such as “False Negatives”

In September 1978 Jennie A. Freiman, Thomas C. Chalmers, Harry Smith
Jr., and Roy R. Kuebler, doctors and statistical researchers at Mount Sinai
in New York, published in the New England Journal of Medicine a study
entitled “The Importance of Beta, the Type II Error, and Sample Size in the
Design and Interpretation of the Randomized Control Trial.”

The abstract reads:

Seventy-one “negative” randomized control trials were re-examined to
determine if the investigators had studied large enough samples to give
a high probability (�0.90) of detecting a 25 per cent and 50 per cent
therapeutic improvement in the response. Sixty-seven of the trials had a
greater than 10 per cent risk of missing a true 25 per cent therapeutic im-
provement, and with the same risk, 50 of the trials could have missed a
50 per cent improvement. Estimates of 90 per cent confidence intervals
for the true improvement in each trial showed that in 57 of these “neg-
ative” trials, a potential 25 per cent improvement was possible, and 34
of the trials showed a potential 50 per cent improvement. Many of the
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therapies labeled as “no different from control” in trials using inade-
quate samples have not received a fair test. Concern for the probability
of missing an important therapeutic improvement because of small sam-
ple sizes deserves more attention in the planning of clinical trials.
(Freiman et al. 1978, 690; italics supplied)

Freiman, who is a specialist in obstetrics and gynecology, and her col-
leagues, in other words, had reanalyzed seventy-one articles in medical
journals. Heart- and cancer-related treatments dominated the clinical tri-
als under review. Each of the seventy-one articles concluded that the
“treatment”—for example, “chemotherapy” or “an aspirin pill”—per-
formed no better in a clinical sense than did the “control” of nontreatment
or a placebo. That is, the treatments were “insignificant.”

Freiman et al. found that if the authors of the original studies had con-
sidered the power of their tests—the probability of rejecting the null hy-
pothesis “[treatment] no different from control” as the treatment effect
moves in the direction of “vast improvement”—meaning in conjunction
with effect size, the experiments would not have ended “negatively.” That
is, the clinicians conducting the original studies would have found that
indeed the treatment therapy such as aspirin was capable of producing
“important therapeutic improvement.”

Specifically, Freiman et al. found that if fully fifty of the seventy-one tri-
als had paid attention to power and effect size, and not merely to a one-
sided, qualitative, yes/no interpretation of “significance,” they would have
reversed their conclusions. Astonishingly, they would have found up to
“50 per cent improvement” in “therapeutic effect.” The point here about
hearts and cancer is the same as the Gosset point about Guinness beer,
which is the same as the Neyman and Pearson point about justice, which
is the same as the Jeffreys point about p-values, which is the same as the
McCloskey point about purchasing power parity, which is the same as
the Ziliak point about black unemployment rates. The Fisherian tests of
significance, the only tests employed by the original authors of the seventy-
one studies, literally could not see the beneficial effects of the therapies
under study, though staring at them.

Freiman and her team were being conservative. Consider figure 16.1.
The vertical axis is �, a measure of Type II error, that is, the probability
of accepting the hypothesis “treatment has no good effect” when in fact
the treatment has good effect. (One minus this �, then, is the “power” of
the test at various effect sizes.) The horizontal axis shows the treatment
effect size, defined by “reduction in mortality.” The downward-sloping
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Fig. 16.1. Neglecting power is a bad idea for humans. Percent reduction in mortality
from a baseline level of 29.7 percent (origin). (1 � �) is the power of the test: for
many phenomena, including medical, power is an increasing function of effect size.
(Adapted from Freiman et al. 1978, fig. 1, 691. Copyright © 1978 Massachusetts
Medical Society.)
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curve inside the two axes shows how the Type II error (the error of gulli-
bility) falls as the treatment effect (the reduction in mortality) increases.
That is, it shows how power increases as effect sizes depart further and
further from the null.

The precise standard of improvement—the minimum standard of
oomph the authors set—is a “reduction in mortality from the control
[group] mortality rate,” a baseline rate of 29.7 percent (Freiman et al.
1978, 691). They realize it is not a very strict standard of medical oomph.
They are bending over backward not to find their colleagues mistaken.
Like Gosset, they want to give their Fisherian colleagues the benefit of the
doubt.

Yet they found that 70 percent of the alleged “negative” trials were
prematurely stopped, missing an opportunity to reduce the mortality of
their patients by up to 50 percent. Of the patients who were prescribed
sugar pills or otherwise dismissed, in other words, about 30 percent died
unnecessarily. In one typical article the authors in fact missed at � � 0.05
a 25 percent reduction in mortality with probability about 0.77 and, at the
same level of Type I error, a 50 percent reduction with probability about
0.42 (Freiman et al. 1978, 691).

Each of the seventy-one experiments was shut down on the belief that
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a 30 percent death rate was equally likely with the sugar pill (or whatever
the control was) and with the treatment therapy, spurning opportunities
to save lives. The article shows that in the original experiments as few as
15 percent of the patients receiving the treatment therapy would have died
had the experiment continued—half as many as actually died.

We agree with Rothman that the article seems in the end to lose con-
tact with effect size, at times advising that power be treated “dichoto-
mously” and rigidly irrespective of effect size.2 “Important information
can be found on the edges,” as Rothman put it. But overall Rothman and
we agree: it’s a crushing piece. The oomph-laden content of their work is
exemplary. Freiman and her colleagues note that the experiments and sev-
enty-one oomphless, premature truncations were conducted by leading
medical scientists. Such premature results were published in Lancet, the
British Medical Journal, the New England Journal of Medicine, the Jour-
nal of the American Medical Association, and other elite journals. Effec-
tive treatments for cardiovascular and cancer and gastrointestinal patients
were abandoned because they did not attain statistical significance at the
5 percent or better level.

Salmonella Significance

On September 4, 1990, the South Carolina Department of Health and
Environmental Control confirmed the existence of two people hospitalized
with salmonella poisoning. The two had attended a hardware convention
in Greenville, and both had eaten from a catered buffet lunch serving
turkey and ham.3 Of more than 398 conventioneers interviewed by state
health department and Centers for Disease Control agents following the
tipoff, over 34 percent reported gastroenteritis. Cultures confirmed that 9
of the initial interviewees had contracted the poisoning. The inquiry re-
vealed an outbreak large enough to continue with a full-scale study of the
event. In the study the statisticians and epidemiologists from the CDC
and the state health department estimated that of 2,430 conventioneers
824 fell ill. This was, they said, “the largest food-borne outbreak ever re-
ported in the state of South Carolina” (Luby, Jones, and Horan 1993,
31). It made the national news.

A kitchen employee admitted that some of the turkey—note: the
turkey—was sitting the Saturday before the Sunday lunch for hours at
room temperature “on the table.” It was then shipped by unrefrigerated
truck one hour north to another kitchen in North Carolina, cooked, and
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then reloaded on Sunday morning on another unrefrigerated truck. The
truck broke down. Still another unrefrigerated truck arrived later and
completed the delivery. Waitstaff working at Sunday’s convention lunch
complained about the malodorous turkey. Management ordered it re-
boiled in water—water that had gone tepid from boiling other turkey. To
hide the smell the reboiled turkey was then cold rinsed before being laid
on serving trays and set next to the ham on the buffet line. Note: ham.

It wasn’t the first time the restaurant had sought cold-water rinsing as
a solution to bacterial infection of food. The same restaurant had been pe-
nalized for similar behavior in several previous cycles of regulation.4 The
wonder is that no one died.

But the conventioneers ate ham, too, which was offered side by side
with the turkey and was treated to the same lax preservation. Ham eaters
got sick, too. The turkey consumption produced the greatest relative risk,
the authors of the study found. “People who ate turkey were 4.6 times
more likely to become ill than those did not eat turkey [95 percent confi-
dence interval 2.0, 10.6]” (Luby, Jones, and Horan 1993, 31). You can see
that the authors of the study were properly concerned with the magnitudes
of effect. Sunday’s cold-rinsed turkey eaters definitely stood out to them in
the odds ratios—at 4.6-to-1.0 compared to those who did not eat the
turkey. Size matters, the authors know, and also the confidence intervals,
and they emphasized both. That is, they did for turkey.

But ham dinners, they argued, were not a culprit, because on the ham
variable “p � 0.17,” merely. Yet ham eaters suffered attacks in large num-
bers, too, and at an odds ratio high enough to matter medically. The au-
thors ignored the finding. After all, the ham effect was statistically “in-
significant.” Shades of Vioxx. And on the same Fisherian grounds they
ignored the results of their study of the Saturday lunch. Luby, Jones, and
Horan admitted in the conclusion to their study that turkey was not the
only mishandled product and Sunday was not the only bad day. But only
the Sunday turkey got the headlines.

Significant Depression Relief

St. John’s-wort is a perennial herb that blossoms annually on many-
branched bushes into hundreds of yellow and star-shaped flowers. It has
been used for millennia as a diuretic. And it has been used to treat nerve
damage and to relieve bouts of minor and major depression. The efficacy
of the “sunshine herb” is frequently under attack (perhaps, one suspects,



TABLE 16.1. St. John’s-Wort on Trial:
Remissions among Patients with Less Severe
Depression (the Shelton et al. data)

St. John’s-Wort Placebo

Remission 12 5
No remission 47 45

Total 59 50

Risk ratio � 2.0
90% CI 0.90–4.6
N � 200

Source: K. J. Rothman 2002, 125, table 6.4.
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because it seems to be a cheap substitute for drugs).5 Two hundred
 patients with “major depression” were recently studied by Shelton et al.
(2001). Each patient was randomly assigned St. John’s-wort or a pla-
cebo (Rothman 2002, 124). The exact division was 102 to the placebo,
98 to St. John’s-wort. (One wonders what the authors would think if a
placebo taker killed herself while on it. But that is a different issue.) The
authors believed that the less severely depressed patients at the time of
their entry into the study would likely see the best results from St. John’s-
wort, where “best” means “highest relative risk” of going into remis-
sion. In the Shelton et al. study, the null hypothesis of “no effect” was
defined to be a relative risk ratio of 1.0. To the extent that the relative
risk ratio exceeded 1.0, then, St. John’s-wort could be said to reveal its
beneficial properties. Likewise, a ratio of 0.9 or 0.6 would be indicative
of a negative effect. The results of the study, including exact p-values
and the “relative risk” of remission, were published in the Journal of the
American Medical Association. The key result, summarized by Rothman
(2002), and is reprinted in table 16.1. The relative risk of “remission”—
defined as a retreat of the symptoms of depression—was estimated to be
in favor of St. John’s-wort, relative risk � 2.0, but the p-value on the
ratio was 0.14, statistically “insignificant,” the authors said, by the
Fisher and journal standard of 5 percent. Sheldon et al. concluded from
the p-value that St. John’s-wort is not clinically effective. Doesn’t help,
they said.

But, as the data in table 16.1 show, St. John’s-wort is on average twice
as helpful as the placebo. The data suggest that the flower does bring some
sunshine, or at least diminishes the darker side of gray, and maybe by a lot.
Rothman computed a p-value function—a continuous function of p-values
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mapped against a range of effect sizes. The range of effect sizes was here
again measured by the relative risk ratio and includes both beneficial and
nonbeneficial effects. He shows that another hypothesis, a fantastically
beneficial risk ratio, RR � 4.1, shares the same p-value, .14, as the null, 
RR � 1.0 (2002, 125). This is common in medicine and all the sciences.
To think that p-values have a 1-to-1 correspondence with a unique risk
ratio is to ignore the symmetry of the p-function.

Compare figure 16.2, which concerns an internationally publicized
study purporting to show that aspirin does not reduce women’s likelihood
of having a major cardiovascular event. The aspirin study makes the same
mistake as the St. John’s-wort study. The scientists told women to stop
taking aspirin even though, very clearly, the figure shows, aspirin was
helping to save their lives.

Cancer Survival Is Significant

In 1995 some cancer epidemiologists made history. The authors of ten in-
dependent and randomized clinical trials involving thousands of patients
in treatment and control groups had come to an agreement on an effect
size. Consensus on a mere direction of effect—up or down, positive or neg-
ative—is rare enough in science. After four centuries of public assistance
for the poor in the United States and Western Europe, for example, econ-
omists do not speak with one voice on the direction of effect on labor sup-
ply exerted by tax-financed income subsidies.6 Medicine is no different.
Disagreement on the direction of effect—let alone the size of effect—is
more rule than exception.

So the Prostate Cancer Trialists’ Collaborative Group was under-
standably eager to publicize the agreement on a real standard of signifi-
cance. Each of the ten studies showed that a certain drug, “flutamide”—
for the treatment of prostate cancer—can increase the likelihood of patient
survival by an average of 12 percent (the 95 percent confidence interval
in the pooled data put an upper bound on flutamide-enhanced survival at
about 20 percent [Rothman, Johnson, and Sugano 1999]). Failure odds of
5 out of 100 is not the best news to deliver to a prostate patient. But if cas-
tration followed by death is the next best alternative, a non-invasive 12 to
20 percent increase in survival sounds good.

But in 1998 the results of still another, eleventh trial were published in
the New England Journal of Medicine (Eisenberger et al. 1998, 1036–
42). The authors of the new study found a similar size effect. But when the



Fig. 16.2. Likewise, Rothman shows, aspirin saves women’s lives even when the as-
pirin is “statistically” insignificant. The vertical line is located at the null hypothe-
sis, Relative Risk � 1.0, “no effect.” Notice that the empirical p-value function lies
almost entirely on the side of “aspirin works” (the risk of heart attack is less for as-
pirin takers than for non–aspirin takers). Authors Paul Ridker et al. (2005) said
they could not reject the null hypothesis of RR � 1.0, however, since the p-value for
the hypothesis is about .17. “It was a nonsignificant finding with respect to the
 primary end point,” they wrote. But the same p-value obtains for RR � .85—an
 aspirin-induced reduction in heart attack risk of 15 percent. (Source: Kenneth Roth-
man, personal communication, Boston University.)

On Drugs, Disability, and Death � 185

two-sided p-value for their odds ratio came in at .14 they dismissed the ef-
ficacious drug, concluding that there was “no clinically meaningful im-
provement” (1036, 1039). Kenneth Rothman, Eric Johnson, and David
Sugano examined the individual and pooled results of the eleven separate
studies, including the new study conducted by Eisenberger et al.

One might suspect that [Eisenberger et al.’s] findings were at odds with
the results from the previous ten trials, but that is not so. From 697 pa-
tients randomised to flutamide and 685 randomised to placebo, Eisen-
berger and colleagues found an OR [odds ratio] of 0�87 (95% CI 0�70–
1�10), a value nearly identical to that from the ten previous studies.
Eisenberger’s interpretation that flutamide is ineffective was based on
absence of statistical significance. (1999, 1184)

Rothman and his coauthors depict the flutamide effect graphically in a
manner consistent with a Gosset-Jeffreys-Deming approach. That is, they
pool the data of the separate studies and plot the flutamide effect (mea-
sured by an odds ratio or the negative of the survival probability in a



hazard function) against a p-value function. Using the graphical approach
Rothman and his coauthors are able to show pictorially how the p-val-
ues vary with increasingly positive and increasingly negative large effects
of flutamide on patient survival. And what they show is substantively
significant.

Eisenberger’s new data only reinforce the findings from the earlier stud-
ies that flutamide provides a small clinical benefit. Adding the latest data
makes the p value function narrower, which is to say that the overall es-
timate is now more precise, and points even more clearly to a benefit of
about 12% in the odds of surviving for patients receiving flutamide.

Rothman, Johnson, and Sugano conclude that “the real lesson” from the
latest study is “that one should eschew statistical significance testing and
focus on the quantitative measurement of effects.”

That sounds right. Statistical significance is hurting people, indeed
killing them. It is leaving their illnesses and a defective notion of signifi-
cance “unexplained.”
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Edgeworth’s Significance

Sir John Lubbock used to nick the wings of his wasps and bees in
order to observe the time that each took in performing certain op-
erations: namely (1) taking in a load of honey, (2) carrying it to the
nest or hive and returning. The trouble of marking individuals may
sometimes be avoided where it is possible to observe . . . those who
are beginning and those who are ending an operation. Of this char-
acter is the problem to find the average time of a wasp’s absence
from the nest, by merely counting the numbers going into and out
of the nest from time to time.

edgeworth 1907, 47

How could such a strange scientific turn have taken place? How could it
be that so many sciences became sizeless and (p � .05) hazardous to
health and wealth?

Francis Ysidro Edgeworth (1845–1926), the inventor of the very word
significance in its statistical meaning, is not to blame. When in 1885
Edgeworth coined the term he was studying a sample of bees and wasps
he had personally observed and collected. Edgeworth, an Oxford man,
came from an astonishing family of Anglo-Irish gentry. He became ef-
fortlessly a fellow of All Souls and lived quietly as a prolific writer on
this and that, earning distinction in philosophy, economic theory, and
mathematical statistics. He read Latin and Greek with ease and would
sprinkle his writing on the hedonic calculus and the asymmetric proba-
bility curve with classical allusions. He could dash off examples of “sig-
nificant differences” in fruit farms, planets, death, or money and did so
in his 1885 article “On Methods of Statistics.” In print Edgeworth could
argue with the gods.
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Edgeworth Counted Well

In person he was shy, living like a monk. He did not keep much of any-
thing—not even books, preferring instead to use libraries. Eyes at half-
mast, he was withdrawn from the human swirl, a sweet man lost in
thought. He sat with humans as little as possible. For hours and for days,
however, in England and in Ireland, he sat with wasps and bees.1

He wanted to know for how long on average the wasps and bees
would abandon the businesses of sex and work for other activities. It was
an economist’s sort of question. How much leisure time would they take
for dreaming or for thoughtless bullying, for simply random wandering?
He wondered which variables—time of day, for example, or outside tem-
perature—would make the insects return home quicker. Edgeworth’s cal-
culations showed that not all insect behavior is identical. Some behaviors
are random, some not—a matter of inside temperature, of character, for
example. There’s the average Apis and Vespula, and then there’s the ex-
ceptional. One is reminded of Alfred Kinsey decades later moving from
the variability of gall wasps to the variability of sexual behavior in the
human. Kinsey and Edgeworth followed Virgil: parvis componere magna,
“to compare great things with small.”

In 1885 significance testing was the sweetest instrument Edgeworth
could think of with which to “discriminate” (1885, 209) quantitatively
the random events from the more permanent character traits, to distin-
guish, as Edgeworth himself put it, “between material and accidental os-
cillations” (209). Statistical significance was not worked out fully by Edge-
worth (Stigler 1986, 322). Like Quetelet and the astronomer G. B. Airy
before him, Edgeworth found “significance” by dividing observed differ-
ences—usually of means—by the “modulus”—in today’s terms, the square
root of two times the standard deviation. He made little distinction be-
tween probable errors in small and large samples, and he provided no the-
ory for setting the odds on null or alternative hypotheses. He asserted
mildly that a result “two or three times the modulus” might not be “ac-
cidental.” He did not think at all about alternative hypotheses.

Such oversights were in 1885 of course not scandalous. Essentially no
one thought about alternatives to the null hypothesis until Gosset did in
the crucial letter to Egon Pearson in 1926. In fact the “null” itself wasn’t
thought of either, except tacitly—Fisher routinized that, too, in 1935, as
a part of his battle against prior probability. And the mathematical for-
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malization of “power” and “loss,” inspired by Gosset, was in 1885 still
forty years away.

What mattered to Edgeworth in all his studies, however, was the “ma-
terial” oscillation, as he put it, the “substantial difference” (1885, 206; ital-
ics supplied)—the oomph, as we would say, measured by the social or eco-
nomic implications of a bee’s time away from home or by price inflation
induced by a larger circulation of commercial bills or by death caused by tu-
berculosis. To Edgeworth size did matter. He always wanted to know How
Much. To Edgeworth, who was a broad-gauged scientist with a feel for
cost, an observed difference in price or honey or life was important if it was
“enough [of a difference] to require the continuation of the inquiry”—“if
the subject,” he meant, economically or experimentally or ethically speak-
ing, “repaid the trouble” (208). Note his economistic way of putting it.

A statistically significant difference may be immaterial, Edgeworth ob-
served, worthless for policy or science, not enough to warrant further dis-
cussion. And a statistically insignificant difference may on economic or
clinical or ethical grounds—despite the buzzing noise around its esti-
mate—“repay the trouble” of continuing the inquiry. In other words, the
coiner of the term statistical significance knew that oomph is what mainly
matters.

Consider an extended example from his seminal article: “Ex[ample].
3 . . . taken from a species of industry which has not received much at-
tention from statisticians . . . the image of trade which is presented by
wasps entering and issuing from their nest” (208). “The exports and the
imports fluctuate with remarkable regularity,” Edgeworth immediately
observed in his estimate of total traffic, “mean total traffic (exports � im-
ports)” (209), without the aid of a significance test (see table 17.1). In the
article he presented “observations” on wasps “made by me at Edge-
worthstown, Ireland, September 1884. They were made on different days
at different hours. They all relate to the same nest.” Since Edgeworth had
collected his own data, he knew his observations intimately; for example,
he controlled exactly for nest- and time-of-day heterogeneity, reducing
error in observations that cannot be matched with a mere test of statisti-
cal significance on a data set downloaded from the Internet, no matter
how mathematically advanced the “correction.” He of course exhibited,
unlike many articles in the American Economic Review and the New En-
gland Journal of Medicine, the actual levels of the variables with which he
was concerned.
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TABLE 17.1. Edgeworth’s Observations of Trade among Wasps, September 1884

“Number of
Observations” “Modulus”
(number of minutes “Mean” (square root of
wasps observed) (exports � imports) mean fluctuation)

22 26 7
21 24 10
22 18 8
17 33 8.5
20 26 10
16 25 8
13 40 7
21 42 9

Source: Edgeworth 1885, 209.
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Table 17.1 reproduces Edgeworth’s table. The first column denotes
“the number of minutes” (1885, 209) he observed wasps leaving and en-
tering the nest. The second column, titled “Mean,” is “total traffic (ex-
ports � imports) per minute.” And the third is “the modulus . . . by the
Method of Mean Square of Error”—“the square root of the mean fluctu-
ation” (209), that is, as we said, the square root of two times today’s defi-
nition of the estimated standard deviation.

Let Edgeworth summarize his own results. Observe the size-matters/
how-much thinking as against Fisher’s existence/whether thinking.

It is clear that for that nest at that place and season, and for a traffic of
from 25 to 30 per minute, the modulus 8.5 (the square root of the mean
fluctuation) might safely be employed to discriminate between material
and accidental oscillations. For example, on 4th September at 8 a.m.
and at noon, the mean total traffic was respectively 42, 40; the corre-
sponding observations numbered 5, 13. If in an insect republic there ex-
isted theorizers about trade as well as an industrial class, I could imag-
ine some Protectionist drone expressing his views about 12 o’clock that
4th day of September, and pointing triumphantly to the decline in trade
of 2½ per cent. as indicated by the latest returns. Nor would it have
been easy to refute him, except by showing that whereas the observed
difference between the compared Means is only 2, the modulus of com-
parison is ���70/5 � 70/13, or 4 at the least; and that therefore the dif-
ference is insignificant.

The gross fact that a decline of temperature is frequently accompa-
nied with a decline of trade is obvious to ordinary observation. . . . It is
an interesting question, whether in this miniature trade there is an excess
of imports [buttressing the prejudice of the Protectionist drone]. The
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modulus having been ascertained, both for imports and exports—the lat-
ter appears to be the greater—it is found that there is no such excess.
The imports are paid by the exports. (1885, 209–10)

Edgeworth slides into ambiguous usage of the very word significance here
(first paragraph, last line), as he does in fact throughout the article, mean-
ing by the word sometimes the narrowed statistical sense only (contrast
Edgeworth 1907, a richly empirical article that avoids the ambiguity).
That’s too bad. But ambiguous usage is only one of a score of misfires on
the point in later usages of the sizeless sciences and is hardly the most dam-
aging among them. Edgeworth’s concern with the substance comes out
clearly. He emphasizes the levels and movements of his key variable. He
compares his results to another sample, his August 1885 study of four other
nests (1885, 209ff.). He evaluates the magnitudes with the aid of economic
theory, not with the aid of a sizeless switch, significant/insignificant. And he
answers reasonable doubt by making a further calculation, an accounting
calculation on the wasp-nest balance of payments. “It is found that there
is no such excess [of imports].”

Edgeworth says elsewhere in the article, in a different example, that ac-
cording to the means “no great difference” separates the amounts of
money bills in circulation in different quarters, 1830–53, yet “still slight
indication of a real law—enough to require the continuation of the in-
quiry, if the subject repaid the trouble” (1885, 208). We can take Edge-
worth to mean “repaid” in an economic or other substantively significant
sense (contrast Hoover and Siegler 2008, 4, fn. 2). 

Statistical significance can—assuming all the other errors that can and
do arise in science have been corrected for—indicate the likelihood of the
presence of an effect. At an arbitrary level of likelihood it can be what
Hoover and Siegler (2008) and we would call “a signal.” But, says Edge-
worth, and with him McCloskey and Ziliak, so what? Remember Thoreau
about the telegraph. Whether a lot of little private banks or one great big
central bank should do anything about the small difference depends on
whether the subject, economically speaking, repays the trouble. Hoover
and Siegler want to assign the responsibility to a man they call “practical.”
Shades of Fisher: the scientist is replaced by a mechanical puppet who ac-
knowledges a signal at p � .05, and the puppet—not the scientist who
knows why it might matter—is called “practical.”

Edgeworth consistently defended a size-matters/how-much approach
to quantitative judgment. The 1885 article ends with a warning about



sign econometrics: “(1) where in each comparison we look only to the
fact of excess or defect [of wasp trade], and (2) where we take account
also of the extent of difference according to the principles. . . . For ex-
ample, in comparing [say, the heights of] several groups of men under 30,
we may . . . look only at the sign of each difference, or we may also take
account of the quantity. The first process [looking at the sign] requires no
illustration. It is only too familiar. For it is to be feared that many statis-
ticians have not got beyond this operation” (213; italics in original).

Somewhat impertinently we applied our nineteen-item questionnaire to
Edgeworth 1885: it scores sixteen of nineteen Yes. Given that power and
power functions were not operationalized until the late 1920s, Edge-
worth’s article of 1885 would actually score sixteen of seventeen possible
Yes, putting it in the ninety-ninth percentile of the American Economic
Review, 1980 to the present. We are not surprised. Economic significance
was Edgeworth’s concern “from,” as he puts it characteristically, “morn
to noon, from noon to dewy eve” (209; with reference to Paradise Lost,
1:742–73; cf. the Iliad, 1:591ff.).

Decades later Edgeworth was still troubling with wasps and bees (Edge-
worth 1907). He liked them. Life was sweet on Hampstead Heath, peace
dropping slow. One evening in September 1906 Edgeworth’s sample of
dead wasps, taken with “spray” and “blows” to a nest in Hampstead,
had grown large enough. Day bags were heavy, and back home sat several
scientific articles waiting to be proofread. Time to seal up the hole in the
nest. Edgeworth would return in the morning to open up that same hole.
He wanted to see how the remaining wasps would recover from the loss
of workers and of the freedom to migrate that he had caused (366). An
economist at heart, he wanted to know how elastic wasp behavior was
with respect to the exogenous losses. Would wasp behavior change? By
how much?
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“Take 3� as Definitely Significant”: 
Pearson’s Rule

Take words, graphs, maps and symbols. . . . They are never objects
of our attention in themselves, but pointers towards the things they
mean. If you shift your attention from the meaning of a symbol to the
symbol as an object viewed in itself, you destroy its meaning. . . . The
skillful use of a tennis racket can be paralyzed by watching our racket
instead of attending to the ball and the court in front of us.

michael polanyi 1959, 30–31 

The argument from odds is old. Stephen Stigler notes that one might read
a significance test into the clinical trial in the Book of Daniel (1:12–16),
though “[i]t may be a stretch” as “the significance level and even the test
statistic were left vague there.”1 We have mentioned Cicero on the mat-
ter. In 1711, John Arbuthnot presented a paper to the Royal Society of
London proposing to show statistically that “Divine Providence”—not
mere chance—governs “the constant regularity observed in the births of
both sexes.” A few years later Daniel Bernoulli conducted tests of signifi-
cance on the hypothesis of the randomness of planetary orbits. And in
1773, we have mentioned, too, Laplace tested the hypothesis that comets
come from outside the solar system.2

The very notion of a single, “crucial” test was itself, we have noted,
part of a neopositivist notion of scientific method, that is, new to science.
A nineteenth-century gentleman would look at all the evidence, a notion
as we have noted embodied in John Stuart Mill’s System of Logic of 1843.
Edgeworth himself was a confirmationist and perspectivalist. Falsification
and a single test was, he thought, for amateur empiricists. He dreamed of
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one day employing a psychic utility machine—a “hedonometer”—to get
copious, direct readings on the human experience of pleasure and pain
(1881). We appear to be close to such instruments in modern scans of the
brain. But short of direct measurement, inferential statistics appeared to
be necessary. And inferential statistics meant odds ratios.

Probability Was All Karl Could Know

Karl Pearson was born Carl in London, in 1857, the second of three chil-
dren of a barrister. The Pearson family lived north of London until 1866,
when they found a house on Mecklenburgh Square in Bloomsbury, the
neighborhood where Carl would work and live for much of the rest of his
life. (There seems to have been no conversation between the statisticians
close to Carl and the later Bloomsbury group, which met literally around
the corner from Gower Street, though both groups were at their intellec-
tual height during the 1920s and Keynes could have functioned in both.)
Carl changed his name to Karl in 1880 in honor of his years of study in
Germany. A year or two of study in Heidelberg or Berlin was the custom
for Englishmen and Americans at a time when Germany’s universities ex-
ceeded by far the standard of graduate work at home. (Think, for example,
of DuBois.) Karl was a Germanophile all his life. The En glish man was of-
fered a chair of Germanic literature at Cambridge and named his children
Sigrid, Helga, and Egon. 

In his youth Pearson ranged through mathematics and history and lit-
erature. He had the breadth of an Albert North Whitehead, of whom it
was said “Whitehead knows both”—that is, both sciences and arts. Pear-
son, too, knew both. He graduated from Kings College, Cambridge, in
1879, Third Wrangler in the Mathematical Tripos. He took up with fer-
vor the subjects of physics, feminism, and socialism.3

The historian of statistics Theodore Porter has noted the tension with
which Pearson struggled in the years before the publication of The Gram-
mar of Science (1892) between science and passion, ethics and observa-
tion. “He came before the world as a distinctive scientific persona,” writes
Porter, “but he worried without end about the implications of science for
the person—one might almost say the soul” (2004, 9). Pearson chose the
scientific side, he thought, by turning, under Galton’s influence, to a me-
chanical philosophy of inference. As Porter writes,

As a young man, [Pearson] recorded several ecstatic encounters with na-
ture, which he regarded as among the most powerful moments of his
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life. These were notably unscientific experiences [he believed], and his
subsequent identification of knowledge with numbers and cool precision
was a real act of renunciation for him. In Grammar, he made rational-
ity stand for distance from objects of desire, knowledge being only of
sensations or appearances. (10)

But the Cambridge-trained mathematician nonetheless wrote discur-
sive cultural histories of Germany and Europe. He studied folklore and
worried and rejoiced over the likely meanings of poems and parables. He
immersed himself in Ibsen, Strindberg, and Shaw and counted Shaw as a
friend. He published a passion play. He published the story of his storm
and stress in an autobiographical play, The New Werther, modeled on
Goethe’s preromantic romance, The Sorrows of Young Werther.4 Around
1890 Pearson was fervently searching for a release from this torturous di-
alectic. He longed, in Ian Hacking’s phrase, “to tame chance” (Hacking
1990). Pearson seems to have been a romantic who wanted to be classical. 

And then probability theory and its bourgeois cousin, applied statistics,
descended, with encouragement from Galton, like a new “evangel.”
Knowledge of “sensations” and “appearances” would come not from po-
etry or pushpin but from probabilistic thinking and statistical measure-
ment and inference—that is, knowledge would come—pace Bruno de
Finetti—from a distance. The metaphysical “thing in itself,” the inheri-
tance of Kant, is dead, Pearson believed. Causation is a limit point in a
world of correlation, itself a probability.5

“Statistics was the answer to [Pearson’s] quest for a life mission,”
Porter writes, “a field defined by methodology and mathematics that li-
censed him to make incursions into every man’s specialty” (2004, 9). As
Porter suggests, it was satisfactory for a compendious intellect like Pear-
son’s. The work to be done in statistics especially suited his temperament.
Pearson was from 1884 to 1911 Professor and Chair of Applied Mathe-
matics at University College London on Gower Street. In 1911, when
Francis Galton died, Pearson was appointed Galton Professor of National
Eugenics, a gift of his friend Galton.6 It was the same chair, with the Eu-
genics Laboratory attached, that Fisher was eventually to receive. In the
half century before 1939 racist applications of statistics were British ter-
ritory and Galton-Pearson-Fisher was the high road through it.

When Pearson embarked on bringing mathematical statistics into the
mainstream of science he was already famous as the thirty-five-year-old
author of a neopositivist blockbuster, The Grammar of Science. The
Grammar was among other things a response to another foundational
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grammar, Cardinal Newman’s An Essay in Aid of a Grammar of Assent
(1870). Newman’s book had considered what Egon Pearson would later
call Gosset’s “second kind of error”—that is, gullibility, the pejorative of
faith. Newman called it the “illative sense”—the positive and rational
need to believe, to act, to give assent, even in the face of uncertainty. Karl
Pearson’s project ignored the second kind of error—Newman’s first kind
of wisdom—and elevated doubt. 

But mainly The Grammar was Pearson’s attempt to unify the episte-
mology of the sciences while resituating the scientist in the wider society.
To Pearson probability was the only thing we could reasonably know. We
are not to focus on the thing itself, or its relation to other things, which
are unknowable directly, only on their probabilities. His replacement of
statements about things with statements about the probabilities of things
intrigued a young Wittgenstein. When Einstein the patent clerk became in-
volved in a new reading group in Bern its first book was The Grammar
of Science. About the same time some students and faculty at the Univer-
sity of California-Berkeley started up a Pearson Club. Lenin was im-
pressed by the book’s “philosophical consistency.” A young Jerzy Ney-
man, studying mathematics with Bernstein at the University of Kharkov
in Ukraine, was deeply struck by Pearson’s book:

We were a group of young men who had lost our belief in orthodox re-
ligion, not from any sort of reasoning, but because of the stupidity of
our priests. . . . The Grammar of Science, which Bernstein recommended,
was striking, because (1) it attacked in an uncompromising manner all
sorts of authorities and (2) it was the first attempt we had to construct
a “Weltanschauung,” not on any kind of dogmatic basis, but on reason.
(Neyman n.d., in Pearson 1936, 213–14)

Pearson’s Grammar, Neyman said, had sustained him and his friends
through Red October (214). Henry Adams, for his part, declared that “the
rise or fall of half-a-dozen empires interested the student of history less
than the rise of The Grammar of Science. . . . Pearson had destroyed [with
one book] the order of nature, leaving a chaos of chance, and had reduced
‘truth’ to ‘a medium of exchange’.”7

The objects of science themselves—profits, planets, pain, prescrip-
tions—existed in the realm of passion or ethics, at any rate so far as hu-
mans were involved in viewing them. But passion and ethics are no guide
to science, Pearson believed, and certainly did not achieve the objectivity
for which he longed. Pearson did not accord legitimacy to introspection—
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contrast here Descartes, Kant, Newman, and the Bayesian statisticians. A
scientist could only objectively reason about the probability of a numer-
ical relationship between, say, pain and some prescription pill for killing
it—something Pearson believed to sit outside the viewer and the viewed.

His view was at once short and far. Inference was to him not a prop-
erty of purposive human action or of belief but a piece of information
about the frequency of occurrence of things outside the viewer, what Fisher
would later call “Natural Knowledge” (1956, 103). Since statistical sig-
nificance as understood by Pearson in the 1890s was a measure of the first
kind of error, so to speak—that is, attentiveness to skepticism rather than
faith—Pearson had found his major scientific instrument: statistical sig-
nificance. To speak in regression model terms, after The Grammar and his
probabilistic leap of faith, Pearson’s gaze shifted from the quantitative re-
lationship between y and �, that is, from the magnitude of the effects about
which one is to assent, toward � and 
, that is, the probability of error
about which one is to doubt, then falsify. His gaze was fixed in this way
for his three decades of editorship of Biometrika. The lifelong antipathy of
his intellectual heir, Ronald Fisher, to cost functions, Bayes’s rule, the sec-
ond kind of error, and the “acceptance” of hypotheses was justified in The
Grammar. It justified a substitution of doubt for belief and a scientific
stance of disinterestedness rather than civic participation.

Decades later, in The Counter-revolution of Science, Friedrich Hayek
attacked such a distant, mechanical, and scientistic approach.

Whether it is the conception of an observer from a distant planet, which
has always been a favorite with positivists from Condorcet to Mach [and
from Pearson and Fisher to recent neo-positivists], or whether it is the
survey of long stretches of time through which it is hoped that constant
configurations or regularities will reveal themselves, it is always the same
endeavor to get away from our inside knowledge of human [or other] af-
fairs and to gain a view of the kind which, it is supposed, would be com-
manded by somebody who was not himself a man but stood to men in
the same relation as that in which we stand to the external world. . . . In
most instances this belief that the total view [such as the view allegedly
afforded by the Pearson-Fisher view of statistical significance] will en-
able us to distinguish wholes by objective criteria, however, proves to be
just an illusion. (1952, 59)

Illusion or not, Pearson’s worldview found a powerful institutional
outlet. In 1901 Pearson launched with three other celebrities of science—
his mentor Galton himself, the Oxford biologist William Weldon, and the
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American leader of eugenics, C. P. Davenport—the journal Biometrika. A
few years later, with financial support from Galton and the London Wor-
shipful Company of Drapers, the three founded the Biometric Labora-
tory, the journal’s think tank. Pearson was annoyed by Edgeworth’s anti-
social resistance to joining them. 

Statistics in the English-speaking world did not then exist as a distinct
science—the French and Germans were in some ways ahead. Pearson
started a Department of Applied Statistics at University College, the first
of its kind. At first a nondepartmental, administrative unit, providing an
umbrella for all of Pearson’s projects, the unit emerged as a distinct De-
partment of Applied Statistics just after World War I. In the United States,
we have noted, the first department of statistics was formed in 1935 by a
Fisher disciple, George Snedecor, at Iowa State University. But department
doesn’t convey enough in either case. It was largely Biometrika, which
Pearson edited from 1901 to 1936, and his two think tanks of Gower
Street, the Biometric Lab and the National Eugenics Lab, that created
today’s separate science of statistics. The Iowa State and Stanford de-
partments (where Hotelling held forth) were important first imitators.

Pearson Had Other Fish to Fry

Statistics was not by any means the primary science on the Gower Street
agenda. Biometry, but especially eugenics, was. In the inaugural issue of
Biometrika the editors used Darwin as a springboard to justify “biome-
try” and “eugenics,” their “other” new and separate sciences.8 “The first
condition necessary, in order that any process of Natural Selection may
begin among a race, or species,” Pearson and his fellow editors wrote, “is
the existence of differences among its members”—as Hayek philosophi-
cally put it, the distinguishing of wholes by objective criteria. Molecular
biologists would later demolish the logic of Pearson’s “first condition.”
But Pearson’s emphasis on the phenotypic extremes of his subjects, from
wrinkled peas to Jewish eyes, was, historically and progressively speaking,
the post-Darwinian leader of biometrics believed, both a natural histo-
rian’s proof of Darwin’s natural selection and a statistical attack against
a still-pervasive essentialism.

The unit, for which such an enquiry must deal, is not an individual but
a race, or a statistically representative sample of a race; and the result
must take the form of a numerical statement, showing the relative fre-
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quency with which the various kinds of individuals composing the race
occur. (Pearson et al. 1901, 1–2)

Pearson’s papers and the archives of the Biometric and Galton labs sur-
vive. One finds in them the ephemera of a scientific racism common to the
age, and to which Galton, Pearson, and Fisher were leading contributors:
photographic plates of black albino penises, shadowy photos of young
boys jumping distances, long discursive and statistical treatises on the qual-
ity of Jewish eyes and the sizes and shapes of native Indian skulls, Spear-
man’s first measures of IQ.9 “Race,” Pearson wrote in his new journal,
was “the unit, for which such an enquiry [as biometry and eugenics] must
deal . . . and the result must take the form of a numerical statement, show-
ing the relative frequency with which the various kinds of individuals com-
posing the race occur” (Pearson et al. 1901, 1–2). Value judgments—ar-
guments about the arguments—and Gosset’s personal probability, were to
be kept out of the neighborhood of their new sciences. Pearson would write
in the 1920s against Jewish migration to Britain, and Fisher would write
in the 1930s against material relief for poor people and literally in favor of
relief for the rich on eugenic grounds. Such stuff was in the air and, as we
say, even among the leading white progressives, from G. B. Shaw to the
economist Richard T. Ely and Karl Pearson himself. 

So Biometrika attracted top statistical minds. The first decades of the
journal read like a who’s who. Statistical giants, in fact, walked Gower
Street: first and long before was a great collector of data, Charles Dar-
win, who had in fact lived in a house at 17 Upper Gower Street, then Gal-
ton, Pearson, and Pearson’s mighty recruits: G. Udny Yule, Alice Lee, Flo-
rence N. David, Charles Spearman, Major Greenwood (a pioneer in
medical statistics), and, of course, Gosset, Egon Pearson, Neyman, Shew -
hart, and R. A. Fisher. (Statistical giants, by the way, still can be seen on
Gower Street: Dennis Lindley took over the Statistics Department in the
1970s and is now Emeritus Professor at University College.)

The Sizeless Stare Originates with 
Pearson’s Rule of Three

Pearson longed for objectivity. But by eliminating judgment in science he
undermined his other fervent wish, to promote the development of the
 engaged scientist-citizen, most of all K. Pearson. He sought probability
rules. “Now I suggest,” he told first-term students, “that the fundamental

“Take 3� as Definitely Significant” � 199



problem of statistics is this: I observe an event in N trials to succeed P
times and fail Q, what is the probability that in M further trials it shall suc-
ceed R times and fail S, the circumstances of the trials remaining the
same?”10 In his 1905 lectures on “Fundamental Conceptions,” the “suc-
cess” and “failure” were said to be matters of sampling precision alone,
and came furnished with a rough and ready rule, to quote again Pearson’s
lecture notes:

Probable errors of constants. Immense importance of.

How much deviation from expected value to be consider[ed] so im-
probable as to discredit result? This is a matter of experience & practi-
cal working.

Thus we may take:

� 2 p.e not definitely significant 1.35�

� 2 � 3 p.e possibly significant 2.02�

� 3 p[.]e � 4 p.e probably significant  

� 3 p.e almost certain significance 2.70�

(Pearson ca. 1905, 1; italics in original)

The credibility of a result, he told his students, was a matter of probable
error—that is, the level of statistical significance. Pearson appears to cor-
rect himself: “Of course want of significance does not mean that there is
not real differentiation. It may only mean that the data are too sparse to
give any result” (1). But one cannot easily take Pearson here to mean that
size matters or that alternative hypotheses matter or that the loss function
matters. His point is merely that the sample is too small to attain the
blessed 3 p.e., a fact proved from Gosset. “Real” to Pearson did not mean
“having oomph, being scientifically important, tempting the will.” It
meant 3 p.e.

Pearson further explained his philosophy with examples taken from
studies of employment, eye color, death rates, and “the cephalic index in
man” showing that errors of other kinds—such as, for example, what we
now call “omitted variable bias”—should be controlled. “If a sample be
taken of 1000 . . . this year from a particular species, it does not follow
that it will be identical with 1000 next year within the limits of random
sampling. The supply of food may have been different, the environment
more favorable and this enacted on the character we are considering. . . .
Hence one of the fundamental points will be to enquire when two random
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samples differ by more than the differences due to their being random
samples—we shall then be able to assert definite change” (1905, 1–2).
“Definite change” did not mean “mattering for policy, large according to
some loss function.” It meant: 3 p.e. 

In Pearson’s way of doing statistics, once the model and experiment are
properly designed (whatever precisely he meant by this), is to let the sta-
tistical significance applied to mere sampling error decide the rest. Pear-
son says, “[T]he “formula [for the probable error of a difference is] most
important for example in testing local deviations from [the] general death
rate, local variations from general physical or psychical [or] anthropo-
metric characters, etc.” (6 [1905, p. 1 of “Summary” section]; italics sup-
plied). The magnitudes and the meanings of death and unemployment
rates, in Pearson’s way of looking at it, are not important—not, anyway,
to the scientist in search of “objective” knowledge, a Karl quite different
from the passionate student of drama and German literature.

Pearson had himself been misled by his teacher. As Galton put it in his
“Risk of Misclassification, Part I” (1899), “h is the measure of precision;
its reciprocal 1/h being the measure or modulus of fallibility, or, more
briefly, the modulus. It is with this modulus that we shall chiefly be con-
cerned. It will soon be seen that the only datum required for solving the
first problem [of misclassifying an observation] or any other of its class,
is the ratio between (1) the modulus of the variability of the objects that
are to be classified, & that which will be called a and (2) the modulus of
the fallibility of the examiner, which will be called b.”11 To Galton, sci-
entific inference would be evaluated under no specific or general cur-
rency—just probable error. It is a plain statement of precision only. Fail-
ure and success were to be measured exclusively on a scale of sampling
probability. Pearson, too, in his quest for scientific rigor, settled, like his
friend and mentor Galton, for a philosophical Whether.

In 1906–7 William Sealy Gosset, thirty years old but already six years
an “experimental brewer” at Guinness, attended Pearson’s lectures on
probability and statistics. Invited by Pearson, Gosset came to Gower
Street for a year as a postgraduate student in the Biometric Laboratory
on sabbatical. Sometime in 1906 Pearson himself—who was perhaps ir-
ritated by Gosset’s talk of “pecuniary value”—would concoct a rule.
Under the blackboard heading “Normal Curve,” K. P. told the very class
that Gosset was sitting in what was to be considered “significant” and
what not.
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Prob. error: . . .

Looking in the table if � � .5 . . . 2 to 3 times the prob[able] error is not
definitely significant but approaches significance as we get on to 3.

4 times to give odds of 250:1

3 -------------------- 50:1

2 -------------------- 9:1

1 -------------------- 3:1

Take 3� as definitely significant
(K. P.’s Lectures I, 1906, unnumbered page 13, 

Pearson Papers, Gosset file, UCL; final italics supplied)

And so the authors in Biometrika—save Gosset and Egon Pearson and Ney-
man and a few others—did as they were taught. Follow Karl Pearson and
the Rule of Three. In 1901, 1.5� was “definitely significant.” By 1906 and
for much of the ever after, authors published in Biometrika took “3 � as def-
initely significant”—regardless of oomph, regardless of the meaning of the
magnitudes uncovered in Pearson’s other sciences.
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19

Who Sits on the Egg of Cuculus Canorus?
Not Karl Pearson

An early case, applied to the eggs of the cuckoo bird, illustrates literally
the feel of substantive as against statistical significance. “The Egg of
Cuculus Canorus” (1901) by Oswald Latter was one of the first articles
published in Biometrika. Edited closely by Pearson—Porter notes that
Pearson’s style of editing stretched the definition of “independent au-
thorship”—Latter’s article was a thoroughly Pearsonian product.

Cuckoos survive by stealing the domestic labor of others. They use other
birds to sit on their eggs, sneaking their cuckoo eggs into the nests of the
involuntary foster parents. “An explanation is needed,” wrote Latter in an
amusing locution, “of the success which attends this imposition.” Profes-
sor A. Newton, in his Dictionary of Birds, had offered an explanation.

Without attributing any wonderful sagacity to her, it does not seem un-
likely that the cuckoo which had once successfully foisted her egg on a
reed-wren . . . should again seek for another reed-wren’s . . . nest . . . and
that she should continue her practice from one season to another. . . .
Such a habit could hardly fail to become hereditary, so that the daugh-
ter of a cuckoo which always put her egg into a reed-wren’s. . . nest,
would do as did her mother. . . . It can hardly be questioned that the eggs
of the daughter would more or less resemble those of her mother. (New-
ton, quoted in Latter 1901, 165; spelling modernized)

The mother cuckoo’s problem resembles the so-called principal-agent
problem of industrial organization. Or as Dawkins see it, an “arms race”
(Dawkins 1999, 55). How does she succeed?

She would succeed if her eggs relevantly matched those of the victim.
Egg characteristics (size, color) and propensity to match this variety of
cuckoo with that species of victim (reed-wren or whatever) would be

203



 selected for. In other words, Newton and Latter were saying, the foster
mother can be duped by size or color. The word duped is metaphorical.
By 1901 the Mendel-Darwin-and-biometrics debate had neared full pitch,
and Pearson, Weldon, and Yule—the biometricians—were central par-
ticipants in it. But in 1901 no faction or scientist believed “intent” was
involved in the cuckoo behavior, merely unit-character inheritance or
natural selection or both (Mayr 1982, chaps. 16, 17; cf. Dawkins 1999,
chap. 4).

The trick for success—indicated by a hatch in the foster mothers’
clutch and the carrying on of that set of genes—is to avoid imposing too
obviously on the foster mother, the sitter. But a “too obvious” imposition
is something decided by the foster mother, not by an arbitrary limit of
standard errors in egg dimensions observed by humans. This is the point
that Galton, Pearson, and Fisher entirely missed, right at the origin of the
quantitative revolution.

An oversized egg would “inconvenience the sitter;” as Latter elegantly
put it, and an oddly colored egg would alarm her. Therefore “my [statis-
tical] enquiry,” Latter explained,

has thus resolved itself chiefly into an attempt to ascertain (1) if the eggs
of cuckoos deposited in the nests of any one species stand out as a set
apart from Cuckoo’s eggs deposited elsewhere; (2) if the same eggs de-
part from the rest in such a direction to approximate in size to the eggs
of that particular species of foster-parent. (1901, 166; italics supplied)

He continues—and here is the crux.

The method employed is to find the mean (M) length or breadth, as the
case may be, thence to compute the standard deviation . . . and then to
find 100�/M, the coefficient of variation. To test whether any deviation
is [statistically] significant, Mr is taken as the mean of the whole race of
cuckoos and Ms the mean of cuckoos’ eggs found in the nest of any one
species of foster-parent: the standard deviation �s of such eggs is also as-
certained. . . . If the value of Mr 	 Ms be not at least 1.5 to 3 times as
great as the value of the other expression the difference of Mr 	 Ms is not
definitely significant. (Latter 1901, 166; italics supplied)

Here is what Latter is arguing: he observes that cuckoo eggs are typi-
cally larger than other bird eggs in size—in length and breadth. This is
prior knowledge and suffices to set the test, in Fisher’s terminology, as
one-sided. Cuckoo eggs in the foster family’s clutch tend to be smaller
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than cuckoo eggs on the whole. That is, cuckoos would presumably im-
pose on the bigger of the smaller-egg species. Latter examined 223 of 243
cuckoo eggs that successfully stayed in the nests of foster parents of fully
forty-two different species of victim (1901, 166). If the ratio of the dif-
ference of egg size to the standard deviation—that is, if the sample mean
egg size of the cuckoo population minus the sample mean size of the
cuckoo eggs in the foster clutch, expressed as a ratio of the standard
 deviation of the cuckoo eggs in the foster clutch—meets or exceeds “1.5,”
then Latter (and Pearson) interpret the signal-to-noise ratio as “definitely
significant” and “conclusive” (1901, 166) in support of Newman’s theory.
That is Pearson’s Rule of Three, one sided (1.5 times 2 � 3.0).

Latter and Pearson employed only a standard of precision without ask-
ing whether the projection caused by the addition of the large foreign egg
would “inconvenience the sitter.” Latter and Pearson did not draw a line
of oomph for cuckoo eggs. What matters to mother reed-wren (or mother
meadow pipit or mother reed warbler) is, to repeat, the size of the egg or
the color of the egg, not the precision with which it is estimated against
the population of all cuckoo eggs. What matters to mother reed-wren is
the amount of the intruding egg’s deviation from her birth babies’ eggs
resting in the clutch. Egg length and breadth in any clutch would not be
exactly the same to four significant digits, and one supposes it doesn’t
need to be exactly so for evolutionary purposes. But apparently there is a
length and a breadth, in millimeters, that causes too much “inconve-
nience.” The too long or (more to the point) too fat cuckoo egg gets “dis-
missed”—ejected—from the nest.

Whether or not ejection will occur is not something that a calculation
of standard deviations can determine.

Decades before Fisher, Pearson held the cuckoo notion that statistical
significance is capable of revealing scientifically important differences from
the probability numbers themselves. Though Pearson and Latter admit
that size is what matters in theory, they dropped that concern when they
got to the empirical section of Latter’s article. It is not in fact the relevant
measure of size that Latter examined or evaluated when he made his cal-
culations. Latter measured, under Pearson’s editorial guidance, the ratio of
the signal to the noise, exclusively, and without regard to the inconven-
ience imposed on the foster mother. There are ways other than getting in-
side the mind of the victim to know what matters to her. For instance, one
could measure with some difficulty and sacrifice (but good science is dif-
ficult and sacrificial) the deviation in width of eggs of cuckoos that fail in
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their perfidious scheme. But with Karl Pearson at his side, Latter looks at
the world of birds with the sizeless stare of statistical significance.

On page 168 Latter publishes—in 1901, we note again—a prophetic
summary table. Its final column is labeled “Significance Test (Ratio of dif-
ference to its probable error).” The “tests” are reported thus: “difference
not significant (1.1),” “difference significant (3.71)”, “difference not sig-
nificant (1.25)” and so forth, by species of foster parent and for the vari-
ables length and breadth. It all sounds so very significant. But Latter’s table
is a very early example of the tabular presentation of individual tests of sig-
nificance by variable that reports only “significance” and the lack of it, a
practice, we have shown, now commonplace in all of the statistical sciences.

Pearson, we have noted, thought highly of young Gosset. He welcomed
him to the Biometric Lab, and for the next three decades he published Gos-
set’s most important scientific articles. A friendship evolved, reflected in
forty surviving letters from Gosset to Pearson. But Pearson himself did not
grasp the point of Gosset’s findings on small samples. On September 17,
1912, Pearson wrote to Gosset, saying it made little difference whether the
sum of squares was divided by n or the rigorously correct (n 	 1) “be-
cause only naughty brewers take n so small that the difference is not of
the order of the probable error!”

After the Gosset year of miracles of 1906–7 Pearson would mention in
passing small samples in classroom lectures to his students. But in practice
he dismissed small samples on grounds that they are too “hard.” Pearson
wrote: “The knowledge that flows from small samples is, however, one of
the hardest parts of our subject, and must be treated at a more advanced
stage”—but the advanced stage never came.1 Following K. P.’s death, his
son Egon undertook a large survey of his father’s life and work. He found
that K. P. had not included Student’s t in lecture notes or syllabi until
1921—fully sixteen years after Gosset had first mentioned to him the prob-
lem posed by small samples and its solution. K. P.’s eventual introduction
of Student’s t to the University College curriculum, Egon believed, was
“perhaps in response to submissions from younger members of staff.”2

Like scientists today in medical and economic and other sizeless sci-
ences, Pearson mistook a large sample size for definite, substantive sig-
nificance—evidence, as Hayek put it, of “wholes.” But it was, as Hayek
said, “just an illusion.” Pearson’s columns of sparkling asterisks, though
quantitative in appearance and as appealing as is the simple truth of the
sky, signified nothing.
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Gosset: 
The Fable of the Bee

Gosset came in to see me the other day. He is a very pleasant chap.
Not at all the autocrat of the t table.

yule, n.d., quoted in m. g. kendall 1952, 159 

Given plenty of room bees rarely swarm.
gosset to karl pearson, april 24, 1910

(folder 704/7, pearson papers, ucl) 

Karl Pearson couldn’t learn from Gosset. But Gosset couldn’t learn much
from Pearson, either. “I am bound to say that I did not learn very much
from his lectures,” he told Egon. “I never did from anyone’s and my math-
ematics were inadequate for the task,” he continued. “I had learnt what
I knew about errors of observation from Airy” (i.e., from the astronomer
G. B. Airy’s Theory of Errors of Observations [1861]).

Gosset’s lecture attendance, though, was good, and “Student” was a
diligent note taker—until one day he came upon the idea of z (as t was at
first called) for small samples, at which point his notes on Pearson’s lec-
tures go blank. Gosset thought his discovery “commercially important”
on top of being scientifically correct, and he pursued it with all energy.
He would later credit K. P. for “supplying the missing [mathematical] link
in the probable-error-of-the-mean paper—a paper for which he [i.e., Karl
Pearson] disclaimed any responsibility. I also learned from him how to
eat seed cake,” Gosset said, “for at 5 o’clock he would always come round
with a cup of tea and either a slice of seed cake or a petit-beurre biscuit,
and expect us to carry on.”1
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Fisher, unlike Pearson, did at first learn from Gosset. But his learning
was of a selective and even monotypic kind and ultimately parasitic and
manipulative in the style of a cuckoo. Gosset and Fisher became acquainted
when the younger man and better mathematician wrote to Gosset at the
Guinness Brewery in 1912. The letter and with it an enclosed technical
note by Fisher concerned Gosset’s 1908 article on what Fisher would later
call “tests of significance” for small samples—Gosset’s z-test.2 Fisher
greatly admired Gosset’s article but pointed out a technical error: z should
be divided by “degrees of freedom,” not sample size, a correction Gosset
agreed with and which caused z to be renamed, in 1922, Student’s t.3

Gosset was impressed by the Cambridge boy’s ammendment. Impres-
sive but difficult-looking maths, he thought. Then he lost the note—in,
he feared, one of the northern lakes! Gosset, who was a sailor and fisher-
man and general outdoorsman, worked by managed chaos. His scientific
notebooks resemble grandmother’s recipe books. One surviving notebook,
for instance, contains a postcard from his brother Henry, a bill of receipt
for sulphate of potash, a letter from Yule about some experiment they
had previously discussed, and a formal memorandum from an Irish offi-
cial—all scribbled over with Gosset’s calculations and aphorisms and
stuffed between the notebook covers. Mail was to Gosset just another
stack of scratch paper. His office at the brewery, Egon Pearson has said,
was a pulsing mess.4

Eventually, it seems, Fisher mailed Gosset another copy of the note.
Gosset was grateful for it, but it was still “mathematics of the deepest
dye,” he told Karl Pearson. Gosset asked K. P. to publish Fisher’s correc-
tion as a “note” in Biometrika and he did so—which marked both the
beginning and the end of K. P.’s harmonious relationship with Fisher (E. S.
Pearson 1968, 445–8). Meantime, Gosset extended his usual courtesy to
Fisher. By 1918 Fisher’s salutation “Dear Mr. Gosset” became in a letter
the British-male-familiar “Dear Gosset,” and so remained in the 150 sur-
viving letters to follow.5

The Bee Was the Teacher

Gosset rarely depended on the test, even at the brewery (Ziliak 2008a).
American hops preserved beer longer than Kent-raised hops, Gosset for
example found—important to know when you’re marketing a natural,
unpasteurized stout such as Guinness, shipped worldwide. The shelf life
of stout stored in a cask, he found, using hops imported from midwest-
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ern American farms, was three to seven days longer than one using hops
from Kent.6 But Gosset in this study and others often found z or t beside
the point. “You want to be able to say ‘if farmers [or whomever] in gen-
eral do this [i.e., follow a certain experimental method] they will make
money by it.’” A criterion of merely statistical significance could not sat-
isfy such taste.

He “Hadn’t a Jealous Bone in His Body”

Gosset appears by all accounts a good man. He never “fussed,” said
Launce McMullen, a friend and junior colleague at the brewery. “In per-
sonal relationships he was very kindly and tolerant and absolutely devoid
of malice”—“unfortunately others were not always equal to this.”7 An-
other friend asked rhetorically, “Did you ever hear Gosset say an unkind
thing about anyone?” and answered the question, “[Gosset] had an excuse
for all the failings of other people, and how he enjoyed life—wet or fine—
in bad days and good!” Deming, who was in some regards a Gosset-like
character himself, thought Gosset “very humble, and of pleasing person-
ality.” Gosset’s daughter Bertha told Egon, “I feel sure Dad must have
been influenced by Dr. Spooner [the dean of New College, Oxford, Gos-
set’s alma mater] because the two men had much in common, especially
a deep integrity, wide interests, humility, and a capacity for taking infi-
nite pains.” Apparently no one, not even Fisher, could shake Gosset’s “im-
movable foundation of niceness.”8

Born in Canterbury, June 13, 1876, the eldest son of Col. Frederic Gos-
set and Agnes Sealy Gosset, William studied at Winchester College and
New College, Oxford, where he obtained a first class in mathematical
moderations in 1897 and in chemistry in 1899. The “first class” in math-
ematics he saw as mere ornament, no big shakes. In saying so he mocked
neither mathematics nor his college (the number theorist and memoirist
G. H. Hardy was a classmate) but his own abilities. In a letter to Karl
Pearson Gosset confessed, “I don’t feel at home in more than three di-
mensions.”9 He wrote to Fisher, “My mathematics stopped at Maths.
Mods. at Oxford, consequently I have no facility therein.”10

Gosset’s “Original Small Sample Notebook,” the one he used in 1906–
7 to invent the t-test, contains only a few equations for the probable error
of a mean, the probable error of a correlation coefficient, and the prob -
able error itself. Formal equations and analytic proofs Gosset found to
be secondary. By contrast, Gosset told Fisher, his friend Hardy did the

Gosset: The Fable of the Bee � 209



 reverse: he “always did scorn applied Mathematics except cricket aver-
ages.”11 The original notebook contains one proof in the style of mathe-
maticians, though botched. Mostly the book is page after page of data
collected by Gosset, his pioneering “Monte Carlo” samples of McCon -
nell’s 3,000 observation sample of heights and finger lengths, followed by
columns of successful and unsuccessful arithmetic and doodles and more
doodles (Ziliak 2008a). Only a few systematic plots are there—right-
skewed and rectangular distributions, nonnormal distributions in small
samples, it is important to note.12

In 1932 Gosset wrote a reply to Karl Pearson, who had late in life de-
cided to tackle Gosset’s small-sample test. But Gosset’s reply, emphasizing
his and Egon Pearson’s economic and power interpretation of the test,
“how we argue,” was not what the aging positivist had hoped for:13

Holly House
Blackrock

Co. Dublin
29.3.32

Dear Pearson

While it would not be reasonable for me to expect you to see eye to eye
with me in the matter of Student’s z, it does seem to me that you do not
quite realize just how we do use it in practice. I have therefore ventured
with a reply for your own perusal & not for publication—& enclose it
herewith.

The method of argument—i.e. testing the hypothesis that x � � & so on
is of course that which E.S.P. [Egon S. Pearson] has been expounding in
his recent papers & he has very much clarified my ideas as to how we
argue. . . .14

But if we are mistaken the question should not be left as it is:—it is the
universal practice to use correlated material where possible & if it is
wrong it is important in the interests of experimental work that it should
be proved to be wrong. Could Miss David’s experimental sampling be
carried further?

Yours v. sincerely

W S Gosset

The great feminist statistician Florence Nightingale David (the “Miss
David” to whom Gosset refers), before moving to the University of Cali-
fornia-Riverside, had taught for many years at University College Lon-
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don. She knew well the leading men of English-language statistics. “Went
fly fishing with Gosset,” she said. “A nice man. Went to Fisher’s seminars
with Cochran and that gang. Endured K. P. . . . Spent three years with
Neyman. Then I was on Egon Pearson’s faculty for years.”

Fisher was very vague [she said]. Karl Pearson was vague. Egon Pearson
vague. Neyman vague. Fisher and Neyman were fiery. Silly! Egon Pear-
son was on the outside. They were all jealous of one another, afraid
somebody would get ahead. Gosset didn’t have a jealous bone in his
body. He asked the question [about power and alternative hypotheses].
Egon Pearson to a certain extent rephrased the question which Gosset
had asked in statistical parlance. Neyman solved the problem mathe-
matically. (quoted in Reid 1982, 132–3; italics supplied)

A Woody Guthrie of Mathematical Statistics

A passionate, even somewhat loony, hobbyist, Gosset was in other re-
gards, too, his own man. He repaired model and full-sized fishing boats
with penknives and designed an original fishing boat featured in Field
magazine—he fitted the boat with opposing rudders, allowing it to steady
in the water without anchoring. He hiked the Dublin Mountains, took
long bike rides, made animal noises, and crossbred and harvested edible
berries, breeding what he called the “jamberry,” which Fisher found de-
licious. He went on fishing trips with his wife and would take his chil-
dren to intellectual meetings he thought they’d like. Though not a church-
goer, he was “careful not to say anything that would undermine” the
children’s “faith.” He golfed with strange, antiquated clubs (McMullen
1939, 209). “He was a sound though not spectacular shot,” a friend re-
called, “and was well above the average on skates” (209). He tended ap-
ples, played the pennywhistle, listened to Beethoven on the phonograph,
mentored young scientists, kept lifelong correspondents, and frequently
visited his father in rural England.15

Sweet came naturally to Gosset. In an article in Biometrika he ex-
plained the meaning of kurtosis with his own hand-drawn figures of a
platypus and two kangaroos (Student 1927, 160; see fig. 20.1). He fancied
things “pretty” and “natty in �-functions.”16 The man with the “immov-
able foundation of niceness” was thoughtful of others, shipping packages
of wasps and bees to K. P., for instance, to keep his friend abreast of Edge-
worth’s thinking. Once he sent by mail to Fisher an unusual chicken
foot—it was born in Gosset’s yard with one too many toes—thinking
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Fig. 20.1. “Real Error” and Gosset’s Memoria Technica. An intuitive and playful
man, Gosset expressed his scientific ideas with the help of figure drawings. With a
drawing of platypus and kangaroos (above), he tried to persuade Egon Pearson that
the magnitude of “real error” can only be discovered through “repetition” on other
samples, particularly when a single sample on offer is nonnormally distributed, such
as platykurtic (a sample distribution with shorter than normal tails) or leptokurtic
(longer than normal tails). “I myself bear in mind the meaning of the words,” Gos-
set said, “by the above memoria technica.” (Student 1927, 160. Drawing courtesy
of University College London, Special Collections Library.)
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Fisher would be interested in it. At scientific meetings Gosset mostly lis-
tened. On his bicycle he wore rugged denim and tall leather boots, and
carried a rucksack on his back, where he kept “Baby Triumphator,” his
calculating machine. Charming, rustic, humble, and mysterious, Gosset
was a very Woody Guthrie of mathematical statistics. His “machine” did
not “kill fascists,” as Guthrie would say about his guitar, but he did every-
thing he could to humanize the London statisticians.

“Student”

Especially Gosset’s humility is unusual, equaled in the front ranks of sta-
tistical science perhaps only by that of Harold Jeffreys, announced by the
pseudonym, “Student.”17 Why the pseudonym? Guinness, like most com-
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panies at the time, made anonymity of authorship a condition. Biometrika
and other journals were thus authored by “Sophister” (G. F. E. Story, a
Gosset protege), “Mathetes” (Edward Somerfield, a Gosset assistant), and
our “Student.” The name comes we think from the maker of one of Gos-
set’s early, prepublication notebooks used in the crucial years 1905–7,
which is labeled on the cover “The Student’s Science Notebook, Eason and
Son, Ltd., Dublin and Belfast.”18 Just a student, then, a little worker bee.

Student’s real identity was known only to colleagues of his immediate
acquaintance. Although Student was by the 1930s world famous in agron-
omy, the design of experiments, and mathematical and applied statistics,
the world did not know who stood behind the pseudonym. Gosset did
not openly reveal his identity until 1936, when he tried at a meeting of the
Royal Statistical Society to check a blustering Fisher, who was making
again a pitch for his “randomized,” antieconomic design of experiments
(Gosset 1936, 115; cf. Jeffreys 1939b).

In the ego-soaked societies of Karl Pearson and Ronald Fisher, the hu-
mility of Gosset’s anonymity is stunning. “Student” itself contrasts with
Somerfield’s proud “Mathetes”—a “student,” too, but in Greek. Egon
wrote (1939, 248–49), “[A]ll who have known him will agree that he pos-
sessed almost more of the characteristics of the perfect statistician than
any man of his time . . . quiet and unassuming, who worked not for the
making of personal reputation, but because he felt a job wanted doing
and was therefore worth doing well.”
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Fisher: 
The Fable of the Wasp

It will be seen then that the difference between Prof. Fisher and my-
self is not a matter of mathematics—heaven forbid—but of opinion.

student 1938, 367

By how much may we expect the yield of variety B to exceed that
of variety A if they were sown alternatively on the same soil in the
same season?

student 1926, 126

If Gosset was the Bee, his difficult friend Fisher was the Wasp. Gosset pa-
tiently tried for a quarter century to teach Fisher about human relations,
such as the importance of being kind and telling the truth and practicing
humility and giving credit to other scientists and being accurate about his-
tory. He tried to teach the Wasp about the Wasp’s own �-self, hoping Fisher
would get around then to analyzing the how much of his �-coefficients.

But this Wasp was not an apt student in matters of scientific ethics. He
was not inclined to give anyone beyond himself scientific credit. Fisher
died without acknowledging, for example, Edgeworth’s 1908 original in-
sights on maximum likelihood, misleading historians of statistics for half
a century.1 The Bee nudged him along in those 150 letters (Gosset [posthu-
mous] 1962). But the Wasp, obsessed as he was with his own �-self,
wouldn’t listen, even after he made significant errors in his sometimes bril-
liant but uneven and difficult youth.2 The Wasp, in the end, never did
make time for his �-self.

The Bee did his best. He tried, for example to explain to the Wasp how
to design and evaluate experiments economically, tasks at which the Bee



Page 1 of Student 1908a. Karl Pearson encouraged Gosset to publish “The Probable
Error of a Mean,” though Pearson did not see much value in it. The article went un-
noticed until 1912, when Fisher wrote to Gosset to tell him about “degrees of free-
dom.” Fisher saw in Gosset’s articles of 1908 (1908a, 1908b) a revolution in the life
and social sciences and for Fisher himself a major reputation in statistics, and produced
them both. (Reproduction courtesy of Oxford University Press and Biometrika.)
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had tried, failed, practiced, and improved upon for decades before the
Wasp took his first post at Rothamsted. Gosset actually ran experiments
on things that mattered to a bottom line, your uncle’s favorite beer, for ex-
ample, and at the time the world’s largest brewer (Ziliak 2008a). Still the
Wasp wouldn’t listen.

In July 1923 Fisher, who had recently published results on one of his
first experiments, wrote sharply to Gosset from Rothamsted—a post Gos-
set helped him to secure—asking Gosset how he would have designed the
experiment.3 “How would I have designed the exp[eriment]?” Gosset
replied to his adopted student. “Well at the risk of giving you too many



‘glimpses of the obvious,’” Gosset, an experimentalist with by then two
decades of experience, wrote, “I will expand on the subject: you have
brought it on yourself! The principles of large scale experiments are four,”
he explained to Fisher in a reply dated July 30. “There must be essential
similarity to ordinary practice. . . . Experiments must be so arranged as to
obtain the maximum possible correlation [not the maximum possible sta-
tistical significance] between figures which are to be compared [like
Leamer and other oomph-ful scientists, Gosset thought in terms of upper
and lower bound estimates, best and worst case scenarios]. . . . Repetitions
should be so arranged as to have the minimum possible correlation be-
tween repetitions (or the highest possible negative correlation). . . . There
should be economy of effort [net pecuniary advantage in the 1905
sense].”4 Fisher shrugged. The economic approach to the design of ex-
periments was too difficult. He never did try Gosset’s way.5

Fisher Was “Insensitive to Fellow Humans”

Gosset’s methods sweetened the Guinness bottom line. But the Wasp, a
Guinness drinker, didn’t care. Though an undoubted genius, a major fig-
ure of science in the twentieth century, Fisher was considered by friends
and associates to be a blusterer. And yet he coveted the insights of the Bee,
the anonymous Student, who was in his own way a genius. And the Bee’s
lessons were packaged in a sweet scolding, perhaps irresistible. “I have
come across the July J. A. S. [Journal of Agricultural Science] and read
your paper,” the Bee wrote to the Wasp. “I fear that some people may be
misled into thinking that because you have found no [statistically] sig-
nificant difference in the response of different varieties to manures that
there isn’t any. The experiment seems to me to be quite badly planned, you
should give them a hand in it; you probably do now.”6

In 1925 Fisher published Statistical Methods for Research Workers—
one of the two most influential books of statistics in the twentieth century,
the other being The Design of Experiments (1935), also by Fisher. Statis-
tical Methods covered a lot of territory and was in many regards an orig-
inal effort (unlike the thousands of imitative textbooks that have fol-
lowed). Short on proofs and heavy on concepts and examples, its influence
on the scientization of economics, agriculture, biology, medicine, psy-
chology, law, and other fields cannot be underestimated.

When Statistical Methods came out, Fisher had only recently begun to
develop his own ideas about experimentation. So, he gave only a few sec-
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tions of the first great book to it. And though much of his education on
testing, estimation, and experimentation had come from Gosset, he set
aside Gosset’s economic principles without mentioning them—or him.

Gosset noticed. Seeing a set of prepublication page proofs (which
Fisher had sent to him) with unusually few corrections to the experimen-
tal sections, Gosset suggested to Fisher that the lack of corrections might
be “possibly because of his [i.e., Fisher’s inexperience at that stage in ac-
tual experiments, and so] understanding less of the matter.”7 On the mat-
ter of Fisher’s “random block” approach to experimental design, Gosset
wrote, “I don’t agree with your controlled randomness. . . . You would
want a large lunatic asylum for the operators who are apt to make mis-
takes enough even at present. . . . If you say anything about Student in
your preface you should I think make a note of his disagreement with the
practical part of the thing.” Significantly, Fisher did not say anything of
the kind in the preface about Student or anywhere else in his writings.

Among the first reviews of Fisher’s Statistical Methods for Research
Workers (first and second editions) were those of Egon Pearson. He re-
viewed the first edition in Science Progress and the second edition, in
1928, in Nature. Fisher responded angrily to Egon’s review in Nature,
and “there followed a chain of twenty-eight letters [some of them pub-
lished] extending over four months of 1929” (E. Pearson 1990, 95). Gos-
set the Bee was asked to intervene, in his usual counselorlike role, and
made a special visit to Gower Street to visit Egon.8 Gosset lent a sympa-
thetic ear to the Wasp, too, but he was particularly sensitive to the wounds
of Egon, whom Fisher persistently belittled. Fisher’s position was that
Fisher could never be wrong about a scientific position and especially not
in public. Pearson fils was, like his father, interested in problems of esti-
mation and testing when the data deviate considerably from normality, an
interest he seems to have got not from his father (as one would think) but
from Gosset’s biometric research of 1904–8 and his letters of 1926. Fisher
replied that everything could be seen as “normal” and implied that Stu-
dent’s t tables were anyway “exact,” even for very small, allegedly non-
normal samples, an assertion that Gosset, Egon, and Gosset’s assistant
Somerfield had long contradicted.

Fisher wrote in a letter on June 27 , 1929, to Gosset.

Of course I disagree with your last letter entirely. What has Somerfield
got to do with it? As I understand it there is a �-Somerfield who would
not give two hoots for normality, and �-Somerfield who is shocked at his
ignorance and indifference. You think �-Somerfield is the wiser man, so
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does he; in the absence of evidence I cannot see any ground for judging
between them. But you are not content with condemning �- as the vil-
lain; it appears that I am responsible for his villainy, which I could not
be even if I had nursed him through his teethings. (Fisher to Gosset, Let-
ter 103, in Gosset 1962)

Or so �-Fisher would say.
In The Design of Experiments, the other great book, published ten

years after Statistical Methods, Fisher again did not acknowledge Student,
or Gosset—at all. Experimental design, unlike significance testing, was
something Gosset really valued. He taught Fisher the basics of both tech-
niques.9 But Student’s name is mentioned in Design only in reference to
Student’s t—the one invention of Gosset’s, we feel we must repeat, that
Gosset considered dangerous to human intelligence, at best “valueless”
in Fisher’s hands.10 In his obituary on Gosset, Fisher said that Gosset was
a “failure” (Fisher 1939, 7) in his economic approach to the design of ex-
periments. He could never say why or wouldn’t. Others, such as Egon,
Neyman, Jeffreys, Beaven, and the world’s largest producer of beer ap-
pear to have disagreed with Fisher.11 Gosset’s innovation of the half-drill
strip method, for example—which he with Beaven proposed as an alter-
native to Latin squares, chequerboards, and (later) Fisher’s “artificial ran-
domization” in the layout of field experiments—selected and cultivated a
barley variety that Beaven himself, the chief purchaser of barley for Guin-
ness, considered to be superior in quality and yield to the thousands of ex-
tant varieties, America to New Zealand, he had seen in “50 years of ob-
servation and experiment.”12 Rather than mention anything of the sort,
rather than mentioning his decade-long apprenticeship in Gosset’s theory
of economic significance and experimental design, he called the t-test of
statistical significance Gosset’s “great” contribution to science (as inter-
preted, of course, by Mr. Fisher, not by the late Mr. Gosset). He was being
nice to Gosset, he probably thought, writing him into the annals as one
of the “greats,” as undoubtedly he was.

But if that was being nice, the Wasp wasn’t nearly so nice to other ri-
vals. And Fisher decided to have a great many rivals. Gosset wasn’t in the
line of fire, and it’s interesting to think about why. Fisher never spoke of
Gosset while alive as rival or competitor or longtime mentor, though to
Fisher, privately speaking, Gosset was all of those things. Fisher’s failure
to publicly acknowledge the alternative ideas of his generous and ingen-
ious friend led the way to active disrespect and exploitation. The great
and amiable statistician Jerzy Neyman, to speak of one acknowledged
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rival, was definitely in the line of fire. By contrast Neyman suffered nu-
merous printed insults from Fisher, and Fisher can be shown to have
blocked appointments for him.13 In 1955, for example, he raged against
Neyman as though he, not Gosset or, before Gosset, Gauss, or before
Gauss, Laplace, had introduced “cost functions” into testing and estima-
tion procedures (Neyman 1956, 293–94). Fisher detested the idea of as-
sessing the gains and losses from estimation in any currency. And since
Neyman’s name was increasingly identified with cost functions (and good
jobs), he detested him. As for Egon Pearson, an equal and original part-
ner in the Neyman-Pearson approach, Fisher was dismissive. Egon, de-
spite a kind manner and strikingly original contributions, Fisher treated
as irrelevant, an insult directed more at the father than the son.

When the elder Pearson retired from University College in 1933 his
duties in statistics and eugenics were split in half. The division was in-
tended to solve both a social and intellectual problem. In the new arrange-
ment, Egon, at that time a reader, not a professor, was to run the Depart-
ment of Statistics, and Fisher, already a professor, was to run the
Department of Eugenics as the new Galton Professor of Eugenics (E. Pear-
son 1938, 231). Neyman, in Poland and still desperate, heard the news
and wrote immediately to Fisher: “[N]ew people will be needed . . . please
consider whether I can be of any use.” Replied Fisher: “I think Egon Pear-
son is designated as Reader in Statistics. This arrangement will be much
laughed at, but it will be rather a poor joke, I fancy, for both Pearson and
myself. I shall not lecture on Statistics . . . so that my lectures will not be
troubled by students who cannot see through a wire fence. I wish I had a
fine place for you [in the Galton Laboratory].”14 No one (including a now
physically ailing Karl, the outgoing Galton Professor) liked the arrange-
ment. But Egon was in one respect content: as Chair of the new Depart-
ment of Statistics and Director of the Biometrics Laboratory, his first suc-
cess was to rescue Neyman from Poland and bring him back to University
College as a temporary reader in his Department.

By 1935, in other words, Egon, Fisher, and Neyman were working in
the same building on Gower Street. (Gosset was nearby, too, in Park Royal,
but he was rarely seen on Gower Street. He was busy operating at Park
Royal the new Guinness brewery.) Without Gosset the Bee to smooth things
over with Neyman and Pearson, Fisher the Wasp stung repeatedly. On one
occasion, for example, Fisher stopped by Neyman’s office on his way to a
crucial faculty meeting at which were to be considered two proposals Fisher
fiercely opposed: the promotion from reader to professor of wire-fence
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Pearson and, worse, a permanency for Neyman’s readership, for that Pole,
that substantivist, that radical. The Wasp popped his head around Ney-
man’s open door and declared loudly that Neyman should leave England
entirely, “for California” or some such backwater, because Fisher would
block all honors for him—unless, indeed, he, meaning Neyman, would
promise to teach only out of Fisher’s Statistical Methods for Research
Workers (Reid 1978, 126). When Neyman refused, Fisher strode out, slam-
ming the door. The man was more than a little envious of the power now
enjoyed by Egon and Neyman. At the meeting he did not prevail.

“The Trouble of Marking Individuals”

Fisher’s second of five daughters, the historian Joan Fisher Box—married
to the Wisconsin statistician the distinguished George E. P. Box (b.
1919)—writes that envy and bad judgment in personal matters was a fam-
ily trait. Her father, she said, loved his family but “ineptly” (Box 1978,
10–11).15 On one occasion Fisher insisted that it was time for his young
niece, Kestrel, who lived with him, to learn how to survive on her own
(49). So he sent her to cross a wood, about a mile long, to deliver a home-
made cheese to the village on the other side. Hours later Fisher’s sister-in-
law (a cousin, it turns out, like his wife, of the Dublin Guinness family)
set out in the wood, too, against Fisher’s will, to search for her missing
daughter (the two families lived communally and, they said, “eugenically,”
in a large house in the wood [43]). She found her daughter wandering
alone—dirty, shaken, and badly confused. The child sent into the woods
by Fisher was three years old. When Fisher accepted the Arthur Balfour
Chair of Genetics at Cambridge University in 1943, the peak of his aca-
demic career, he left his wife and eight children behind. The new profes-
sor installed in his house in Cambridge not his family but hundreds of
laboratory mice, on whom he could work in genetic experiments. Divorce
soon followed.16

Fisher’s mother, writes Box, “passed on to her son her own emotional
inadequacy. . . . Their communication at an emotional level . . . was stilted
and unconvincing, and they were curiously oblivious of the feelings of
others” (1978, 10). As a boy, afflicted with asthma and poor eyesight,
Ronald leaned on her. She could in one sense help him immensely: the
“intellectual channels were wide open.” When his mother read excitedly
from books of astronomy or history there “he sat enthralled beside her,”
on the floor, “on a velvet cushion.” But relatives “thought [the mother]
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poisonous. In their occasional meetings they found her selfish, indolent,
and arrogant, with ideas above her station.” Her “reputation was shared
by her daughters. . . . [Like Ronald’s sister Sybil] she offered no lifelines
at an emotional level. . . . It is no wonder that she inspired both devotion
and bitter resentment” (9).

An ethical life in science seems to require an emotional life outside of
it. The Autobiography of John Stuart Mill and the “non-statistical char-
acter” of William Sealy Gosset, to take two examples, suggest such a
 hypothesis (E. Pearson 1939, 211). Fisher “grew up without developing
a sensitivity to the ordinary humanity of his fellows,” Box says. “He was
unaware of the effects of his own behavior” (1978, 10). For instance,
Fisher once came into his genetics lab to find that an assistant, a young
woman, had not divined some instruction that he had failed to transmit.
With his bare hand Fisher picked up a laboratory mouse and began to
verbally abuse the lab assistant. In his rage he crushed the mouse to death.
The young woman in front of him grew pale and stiff; she was mortified.
Fisher, without a word, left the room. He returned momentarily, showing
his face at the door, grinning in a Cheshire cat kind of way, and left again,
without further apology or explanation. On another occasion, in the early
1930s, Neyman had used little painted blocks in a seminar to demonstrate
that Fisher’s preference for “randomized blocks” in experimental design
was unfounded (Fisher 1935, chaps. 2, 4). Egon, Neyman’s partner in the
crime, was in attendance. Neyman and Pearson were trying to prove
mathematically what Gosset for twenty years had been proving experi-
mentally and verbally: Gosset’s “balanced designs” and “half-drill strips,”
not Fisher’s “randomized blocks,” are the real money and oomph mak-
ers.17 Fisher was enraged and, later that evening, back at the Statistics
 Department, relieved his anger by tipping over their cabinet full of blocks
onto the hallway floor.

“I am surely not alone in having suspected that some of Fisher’s major
views were adopted simply to avoid agreeing with his opponents,” wrote
Neyman.18 And Zellner, who knew personally all of these men, wrote,
“As regards Fisher and his impact, he was indeed a very influential and
forceful person. The joke is that when he had a disagreement with Jef-
freys, given his forceful manner, he won the argument whether he was
right or wrong” (2004b). The joke, Zellner agrees, goes beyond the point
of diminishing returns.

Raymond Birge, a professor of physics at the backwater of the Uni-
versity of California-Berkeley, was distressed to learn in 1936 that the
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Wasp would spend a whole month in residence there. Birge’s friend Dem-
ing, who had just hosted Fisher at the U.S. Department of Agriculture,
warned Birge of Fisher’s next stop. Birge tried to make the best of it, ar-
ranging for meetings and outings and time for Fisher to be alone. “From
Birge’s point of view, however, Fisher’s visit to Berkeley was a great dis-
appointment,” an understatement matching Deming’s “disappointment”
in Washington (Reid 1978, 143). Birge wrote a long memorandum de-
tailing Fisher’s asocial behavior. He recorded how Fisher rarely met with
faculty or students. He did not keep his office hours. He skipped arranged
dinners, even a special one in his honor. Birge wrote to Deming: “As you
[yourself] have written, he is glad to discuss . . . things early in the morn-
ing or late at night. But he is not glad or even willing to have others work
on the purely theoretical aspects of his work. He expects others to accept
his discoveries without even questioning them. He does not admit that
anything he ever said or wrote was wrong. But he goes much further than
that. He does not admit even that the way he said anything or the nomen-
clature he used could be improved in any way” (quoted in Reid, 144).
Birge told Deming that Fisher was the most conceited man he ever met—
in physics, he added, a stiff competition (perhaps Professor Birge did not
know any economists). J. Robert Oppenheimer, who was at the time a
member of the physics faculty at Berkeley, said, “I took one look at him
and decided I did not want to meet him.”

One can hear the imperious, arbitrary man declaring in successive
years the truth of his 5 percent philosophy.

The value for which P � .05, or 1 in 20, is 1.96 or nearly 2; it is con-
venient to take this point as a limit in judging whether a deviation is to
be considered significant or not. Deviations exceeding twice the standard
deviation are thus formally regarded as significant. Using this criterion
we should be led to follow up a false indication only one in 22 trials,
even if the statistics were the only guide available. (Fisher 1925a, 42;
italics supplied)

It is convenient to draw the line at about the level at which we can say:
“Either there is something in the treatment, or a coincidence has oc-
curred such as does not occur more than once in twenty trials.” . . . If one
in twenty does not seem high enough odds, we may, if we prefer it, draw
the line at one in fifty (the 2 per cent point), or one in a hundred (the 1
per cent point). Personally, the writer prefers to set a low standard of
significance at the 5 per cent point, and ignore entirely all results which
fail to reach this level. A scientific fact should be regarded as experi-

222 � The Cult of Statistical Significance



mentally established only if a properly designed experiment rarely fails
to give this level of significance. (Fisher 1926b, 504; italics supplied)

It is usual and convenient for experimenters to take 5 per cent. as a stan-
dard level of significance, in the sense that they are prepared to ignore all
results which fail to reach this standard, and, by this means, to eliminate
from further discussion the greater part of the fluctuations which chance
causes have introduced into their experimental results. (Fisher 1935, 13;
italics supplied)

A null hypothesis may, indeed, contain arbitrary elements, and in more
complicated cases often does so: as, for example, if it should assert that
the death-rates of two groups of animals are equal, without specifying
what these death-rates actually are. In such cases it is evidently the equal-
ity rather than any particular values of the death-rates that the experi-
ment is designed to test, and possibly to disprove. (Fisher 1935, quoted
in Savage 1976, 471–72; italics supplied)

Though recognizable as a psychological condition of reluctance, or re-
sistance to the acceptance of a proposition, the feeling induced by a test
of significance has an objective basis in that the probability statement
on which it is based is a fact communicable to and verifiable by, other ra-
tional minds. The level of significance in such cases fulfils the conditions
of a measure of the rational grounds for the disbelief it engenders. (Fisher
1956, 43; italics supplied)

When decision is needed it is the business of inductive inference to eval-
uate the nature and extent of uncertainty with which the decision is en-
cumbered. . . . We aim, in fact, at methods of inference which should be
equally convincing to all rational minds, irrespective of any intentions
they may have in utilizing knowledge inferred. (Fisher 1955, 75; italics
on isolated words in original; italics in the last sentence supplied)

Finally, in inductive inference we introduce no cost functions for faulty
judgments, for it is recognized in scientific research that the attainment
of, or failure to attain to, a particular scientific advance this year rather
than later, has consequences, both to the research programme, and to
advantageous applications of scientific knowledge, which cannot be fore-
seen. In fact, scientific research is not geared to maximize the profits of
any particular organization, but is rather an attempt to improve public
knowledge undertaken as an act of faith to the effect that, as more be-
comes known, or more surely known, the intelligent pursuit of a great
variety of aims, by a great variety of men, and groups of men, will be fa-
cilitated. We make no attempt to evaluate these consequences, and do
not assume that they are capable of evaluation in any currency. (Fisher
1955, 75; italics supplied)
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To evaluate size-matters/how-much would have forced Fisher to listen
to and cooperate with others. Determining whether something matters to
people depends on actually listening to people, as a heart surgeon listens
to a radiologist, as a beer brewer listens to a customer. Admitting that size
matters would have required Fisher to admit that regression coefficients
“are capable of evaluation in any currency.” It would have put him in the
unhappy position of having to communicate with others about the mean-
ing of his findings. This, we have shown, he would not do. And so Fisher
substituted a metaphysical question of Whether, attained by calculations
performed in isolation, for the difficult but scientific questions of How
Much and Who Cares, which are answerable only in conversation with
other scientists. In Fisher’s own journal of genetics, Heredity, nary a sig-
nificance test was to be found during his tenure as editor. Odd. His fol-
lowers have, by contrast, indulged his sizeless test.19

Fisher himself indulged it in other outlets. In his own statistical work
he rarely mentioned magnitudes—such as the size and meaning of corre-
lation coefficients. In 1931 Gosset wrote to Karl Pearson, explaining again
his friend’s adoring but incorrect use of Gosset’s test:20

St. James’s Gate,
Dublin

14th July, 1931

Professor Karl Pearson, F.R.S.
Galton Eugenics Laboratory,

University College,
London, W.C.1

Dear Pearson,

I am enclosing a note on the use of z in testing the significance of the
average difference between correlated variables. I hope you will see your
way to put it in [Biometrika] as I have always attached considerable im-
portance to arranging matters so that the correlation should be as high as
possible. In the case of agricultural experiments, it has been my chief crit-
icism of Fisher that he does not take all possible steps in this direction.

I am at present engaged in a criticism of an experiment on giving
school children a ration of milk.

This was carried out on a very large scale at an expenditure of some
£7,500 in Lanarkshire. Five thousand children having been given ¾ pint
raw milk per day for four months, five thousand pasteurized milk and
ten thousand no milk at all.

By some mismanagement they chose heavier and taller children for
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the controls and I imagine that this was due to the teachers who made
the selection taking pity on the less well nourished children and arrang-
ing that they should get the milk [they didn’t choose a random sample;
therefore, an ordinary test of significance was going to contain what we
know call a “sample selection bias” of unknown magnitude]. In any case
there seem to be some other ways in which the experiment is open to
criticism.

You may have seen in “Nature” a note by Fisher and a man at Read-
ing. The original authors had decided that there was nothing to show
any difference between pure and pasteurized milk; Fisher showed that the
difference was [statistically] significant; my work will, I think, show that
the selection which took place prevents our drawing any conclusion in
the matter . . .

Yours very sincerely,

W S Gosset

Gosset, we have seen, is not the only colleague of Fisher’s who has made
our point. Egon and Yates and Deming and Wald and Savage did, too. In
his “Note on an Article by Sir Ronald Fisher,” Neyman was especially
clear: “Another item worth mentioning in Sir Ronald’s [1955] section on
errors of the second kind is the passage . . . [in Fisher] ‘it is a fallacy so well
known as to be a standard example, to conclude from a test of signifi-
cance that [if t � 1.96] the null hypothesis is thereby established.’” (More
despair, you can see, by a man losing status with the highbrows.) But, as
Neyman remarks, “Although no names are mentioned [by Fisher], the
contest suggests that the fallacy in question is committed by the same
people who are guilty of considering alternative hypotheses and the power
of tests. Whereas Sir Ronald abstains from quoting any specific instance,
it is easy to quote those in which he himself, and his followers, acted pre-
cipitately and advised others to do likewise, when a test failed to detect a
significant effect. A case in point is the design of the factorial experiment”
(1956, 290; italics in original). A second “case in point is Fisher’s famous
experiment concerned with the Lady Tasting Tea” (290, n. 3). A third case
in point is Fisher’s so-called exposure of fraud in Mendel’s peas (Fisher
1936; Mayr 1982, 719–20).

Some will see Fisher’s own statistical practice in a different light. But
the seeds of the Standard Error were incontrovertibly sown in all of the
sizeless sciences by the great man of Rothamsted. Scientists, Fisher pro-
claimed against the common sense of a beer brewer, should “introduce
no cost functions” to a test of significance. They should not care about the
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size of experimentally determined death rates or the loss of human life in
treatment and control groups, merely whether or not the death rates are
equal—“without specifying what these death-rates actually are.” “Don’t
try to say what you mean by ‘children and the right amount of nutrition,’”
he thundered. “Just use my null procedure to ‘test’ whether or not the nu-
trition rates are equal across treatment and control groups.” Scientists,
Fisher said, should “not assume” their research is “capable of evalua-
tion.” They must not work to “maximize profit,” he said in 1955, only for
“faith”—a secular faith, he means, in the possibility that another me-
chanically calculated output of p-values by themselves could contribute to
scientific progress. The scientist should not worry, as Gosset worries in
the letter to Karl Pearson, and as Ernst Mayr worries in his comments on
Fisher’s (1936) tests of chi-square on Mendel’s peas, whether their sam-
ples are random: just test, test, test, as if random.21 A 5 percent level of
Type I error is, when “formally” considered, says Fisher, the final judge of
Science.

Here’s a scientist
who sank the world with a t
5 percent per cup.
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22

How the Wasp Stung the Bee
and Took over Some Sciences

How long does a wasp take in loading herself with sweets?
edgeworth 1896, 358

In 1922 Fisher wrote to Gosset, soliciting Gosset’s new table of t. Fisher
was eager to put the updated table in the first edition of his Statistical
Methods for Research Workers. They would call Gosset’s tables “the table
of ‘Student’s’ t,” in celebration of Fisher’s correction to Gosset’s 1908
table of z. Gosset, as always, wanted to help. He was unusually busy with
work at the brewery. Baby Triumphator, his calculator, he told Fisher, was
needed for overtime work.1 Calculating t-values at various levels of sig-
nificance as N goes from small to large was difficult manual labor. Gos-
set’s own assistant, E. M. Somerfield (aka “Mathetes”), himself a Fisher
student and an accomplished statistician, was not strong enough to turn
the handle.2 Fisher would have to wait.

Fisher’s tone in reply was urgent. So Gosset put Somerfield onto the
task of preparing the index to Fisher’s book. That freed some time for Gos-
set—who was planning himself to help with the index to the anti-Gosset
book—to turn the crank on Baby Triumphator. When he sent the new 
t-values to Fisher, in September 1922, Gosset exclaimed with deficient fore-
sight, “[y]ou are the only man that’s ever likely to use them!”3 The men dis-
covered some errors in the 1922 version and went back to work. But Fisher
then asked Gosset if he could “quote” the completed table in a Biometrika
article Fisher contemplated. “Dear Fisher,” Gosset replied in July of 1923,
“I expect to finish it sometime next winter. I should say that it is certainly
in course of preparation. As to ‘quoting’ the table in Biometrika it depends
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just what you mean by quoting. . . . I don’t think, if I were Editor, that I
would allow much more than a reference!”4 For over a year they worked
out the bugs in the table, Gosset doing most of the work.

The Sting

In Student’s name the original table of z had first been copyrighted, in
1908, in Pearson’s Biometrika. A second version was published by Student
in Karl Pearson’s Tables for Biometricians and Statisticians (1914). A
third, fuller version of z (with more n) was copyrighted by Student in
1917, also in the Pearson-edited journal (Student 1908a, 1917). Fisher in
the early 1920s published “small sample” results in the Italian journal
Metron, edited by Corrado Gini, first in 1921 and a second time in 1924
(Fisher 1950, 1.2a). By 1925 the Wasp had cocked his stinger.

Fisher published two articles in the December 1925 issue of Metron,
“Applications of ‘Student’s’ Distribution” and “Expansion of ‘Student’s’
Integral in Powers of n	1” (1925b, 1925c). Sandwiched between Fisher’s
two articles was a much shorter article (a little over three pages long), by
Student himself, “New Tables for Testing the Significance of Observa-
tions” (1925). Student wrote, “The present Tables have . . . at Mr. Fisher’s
suggestion been constructed with argument t � z ��n where n is now one
less than the number in the sample, which we may call n�” (106). The
 balance of Gosset’s article explains in detail how Gosset calculated the 
t-tables. Fisher’s first article, at fourteen pages long—he apologized in a
letter to Gosset for excess length but went on to say that it should be
longer yet—is by contrast rhetorically complicated and didactic, as Fisher
was. His “Applications” demonstrates in n-dimensional Euclidean space
what remains to Gosset “partly intuitive” (Fisher 1925b, 92)—the “ex-
actitude of ‘Student’s’ distribution for normal samples” (92). He then il-
lustrates “significance of differences between means”—showing how
“‘Student’s’ distribution affords the solution to a variety of problems be-
yond that for which it was originally prepared” (94–96). He goes on to
show—and this was truly novel, another Gosset-inspired idea—“the sec-
ond class of tests for which ‘Student’s’ distribution provides an exact so-
lution, . . . testing the significance of the large class of statistics known as
regression coefficients” (96; Lehmann 1999; italics supplied).

Unsurprisingly significance rules: “The multiple correlation must be
judged significant,” Fisher declares, “only if the value of P obtained is too
small to allow us to admit the hypothesis that the dependent variate is re-
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ally uncorrelated with the independent variates” (104). “Only if,” he said.
The value is to be admitted “only if”—as he wrote simultaneously in his
Oliver and Boyd book of 1925—it meets his Rule of Two. The novelty and
promise of the application of Student’s distribution to regression coeffi-
cients, the freshness of the “completed” and “corrected” tables, and the
confident scientific tone maintained throughout were probably important
for its great influence on Cowles Commission econometrics and beyond.

But the sting in Metron is that the three tables of t, invented and then
calculated nearly entirely by Gosset, are attached to Fisher’s second arti-
cle (Fisher 1925c, 113–20), as if Fisher was the inventor and calculator.
In the same year the first edition of Statistical Methods for Research
Workers (Edinburgh: Oliver and Boyd) came out. For it Fisher himself
copyrighted again Gosset’s tables in his own name. Fisher had made the
crucial substitution that consigned Gosset to academic obscurity. Gosset,
in his gentle way, expressed mild annoyance.

The Metron papers were intended originally for Biometrika, which
Karl Pearson still edited. On June 12, 1925, six months before the Gini-
edited Metron publication, Gosset wrote to Fisher, “K. P. is very anxious
to publish your note about the use of the table, but doesn’t like the bino-
mial approximation which he considers requires a proof of convergence.”
Fisher wasn’t moved and refused to do the proof. Fisher would do noth-
ing to please the man who ten years prior had criticized his work in pub-
lic—even if he had given him his career. (Fisher’s betrayal of one friend
after another reminds us of the psychiatric diagnosis “borderline person-
ality disorder”). Gosset told Fisher he was still hopeful that K. P. would
publish in Biometrika the new tables and their three papers.5 Pearson had
“warmed to the proposal.” Fisher, for his part, “remained keen to retain
the right of publishing elsewhere,” namely, it turned out, in Metron.6 And
on July 17 Fisher wrote to Gosset, “I enclose the two notes I mentioned,
the first of which is an attempt to give some idea of the multitude of uses
to which your table may be put. . . . I have told Oliver & Boyd to send
you two proofs [of Statistical Methods] as they become available. Many
thanks for your offer. Yours sincerely, R. A. Fisher.”7 Pearson and Bio-
metrika, and most of all Gosset, were being quietly skipped over.

So Fisher offered the tables and papers to Gini, keeping Gosset out of
the loop. Eventually he informed Gosset of his plan, and Gosset was agree-
able as usual. Three weeks later Gosset wrote again: “Dear Fisher, I am
sending back your note and my new version which I hope is properly an-
notated. . . . As to the method of presenting the article [in Metron] whether
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under separate names or joint and the title (Somerfield rather boggles at the
title I have put on mine!) I leave it entirely to you to do as you prefer and
if necessary to put in liaison Material to putty up the joint.”8 As Florence
David remarked, not a jealous bone in his body.

Fisher, thus empowered, did two things: first, he published three pa-
pers, individually, not jointly, in the sandwich order Fisher-Student-Fisher;
and, second, without doing the “putty up” or making the matter of au-
thorship of the tables clear, to repeat, he published the tables of t in his
own article, the “Expansion” paper (1925c). In Gini’s journal Fisher
arranged for the collaboration a Gini coefficient, so to speak, of extreme
inequality between him and Gosset.

Fisher published Gosset’s tables under his own interpretation a third
time, in 1938, with his former colleague and successor in the Department
of Statistics at Rothamsted, Frank Yates, in Statistical Tables for Biolog-
ical, Agricultural, and Medical Research (1938). In this widely distrib-
uted, much reprinted, and hugely cited book, Fisher and the as yet unre-
constituted Yates failed to thank “Student” and Biometrika—let alone
William Sealy Gosset—for permission to reprint the “table of t” (v–viii,
46). It is interesting to note that “R. A. F. and F. Y.” signed the preface of
the book’s first edition in “August 1938” (v), less than a year after Fisher’s
old friend, the inventor and calculator of the t-distribution, had prema-
turely died. At the nearest opportunity, in other words—namely, at
death—Fisher erased Gosset’s name from Gosset’s t-test and tables.

Reprinters of the t-distribution still thank “the Literary Executor of
the late Sir Ronald A. Fisher, F.R.S., [and] to Dr. Frank Yates, F.R.S.” (De-
Groot 1975, v) or “Fisher & Yates . . . by permission of the authors and
publishers” (693) or “the late Professor Sir Ronald A. Fisher, Cambridge,
and Dr. Frank Yates, Rothamsted” (Hogg and Craig 1965, vi) and his and
their publisher, “the Messrs. Oliver and Boyd, Ltd., Edinburgh, for per-
mission to include [in Introduction to Mathematical Statistics] Table IV
[i.e., “the t-distribution”] (371) or “Table III of Fisher and Yates . . . pub-
lished by Oliver and Boyd, Edinburgh, and by permission of the authors
and publishers” (Press 2005, ix, 533).

The late Frederick Mosteller called Samuel S. Wilks the “Statesman of
Statistics” to honor the international leadership and public virtue of his
gifted friend (1964). In the thirteen printings of Wilks’s Elementary Sta-
tistical Analysis, “which,” said Wilks, “at Princeton, is the introductory
course for all fields of statistical application . . . designed for those who in-
tend to go into the biological and social sciences . . . Statistical Methods for
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Research Workers provided the t tables “by permission of the author, R. A.
Fisher, and the publishers, Oliver and Boyd, Edinburgh” (1948 , v, 208).

Leonard H. C. Tippett was a British statistician of note (he is perhaps
best known for his once very useful “tables of random sampling num-
bers”). Tippett, who had known Gosset personally and had published an
important article in 1928 with Fisher, saw some success with his own in-
troductory textbook, The Methods of Statistics. Of the t tables printed in
it Tippett writes, “These tables are taken by consent from Statistical Meth-
ods for Research Workers, by Professor Ronald A. Fisher, published by
Oliver & Boyd, Edinburgh, and attention is drawn,” says Tippett, “to the
larger collection in Statistical Tables, by Professor R. A. Fisher and F.
Yates, published by Oliver & Boyd, Edinburgh” (1952, 387). One almost
detects in these famous textbooks by famous statisticians an eagerness to
mention Edinburgh and Fisher. In fact DeGroot’s Probability and Statis-
tics and Hogg and Craig’s Introduction, despite their undoubted merits as
textbooks of mathematical statistics, each suggest, as do Tippett and
Wilks and Press and many others, twice—in a preface and underneath the
t table itself—that t originates with the Edinburgh-Fisher complex instead
of with the Biometrika-Gosset complex or with the Metron-Gosset com-
plex or with—truest of all—the Guinness-Gosset complex, as it did. Gos-
set has been scooped.

In 1937 Yule and Kendall correctly credited the tables to “Student” in
their classic Introduction to the Theory of Statistics (538–39). More than
Tippett and Wilks and the others, Yule and Kendall had lived near the vor-
tex. Udny Yule himself—first-rate statistician, Hertz protégé, Karl Pearson
hire, and K. P.’s first-ever student of statistics—had taught at University
College, and was one of Gosset’s many correspondents. But “Gosset” was,
beyond Yule and a few other men and women of Gower Street, not a name
that many other souls had ever heard. Fisher appears to have liked it that
way. Inquiring letters to Fisher began to arrive in 1927 from overseas, with
urgent questions about “his”—that is, Fisher’s—new tables of t.9

Even the sophisticates Deming, Hotelling, and Jack Dunlap (a noted
psychometrician at Stanford University) were unaware of the details of au-
thorship. In Some Theory of Sampling (1950), the eminent Deming called
Gosset’s test, “Fisher’s t” (1950, 541, 587). Deming himself wrote to Fisher,
not Gosset, to clarify his own understanding of “Student’s” t.10 Sam Wilks
did, too.11 Hotelling, for his part, didn’t once mention Gosset’s name in a
dozen printed reviews of Statistical Methods and The Design of Experi-
ments, 1927 to 1939, in the Journal of the American Statistical Association.
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Likewise in their own scientific articles Hotelling, Deming, and other Amer-
icans credited only Fisher and, following their example, so have many thou-
sands of imitators worldwide.12

Fisher did not ever, it appears, acknowledge the mass confusion he had
caused.13 It would have anyway been uncharacteristic for him to do so. He
would have had to admit straightforward scientific fraud.

Give Back to Gosset his Interpretation of Student’s t

In short, in 1908 Gosset had published anonymously his two revolution-
ary papers, one on “The Probable Error of a Mean,” the other on “The
Probable Error of a Correlation Coefficient,” inventing in them, among
other things, his tables and test of z. In 1912 Fisher, while still an under-
graduate at Cambridge, made a tiny correction to Gosset’s z, and in 1922
they agreed to rename the corrected tables and test “Student’s” t. Student
copyrighted his own tables on three occasions, in 1908, 1914, and 1917.
Fisher then copyrighted t in his own name and distorted it, in 1925 and
again in 1938, turning it into a mechanical instrument for generating qual-
itative statements of existence. He suppressed Gosset’s central statements
about substantive, quantitative significance, “pecuniary value,” and “real”
error. Between 1925 and 1958 Statistical Methods for Research Workers
was published in thirteen editions and many different languages, each suc-
cessive edition in the English versions we have examined giving less and less
credit to Gosset. The perhaps even more influential Design of Experiments,
also widely translated and frequently reissued, was first published in 1935.
In it Gosset’s seminal insights on significance testing and the design of ex-
periments are nowhere to be found. In an article of 1896, “Statistics of
Unprogressive Communities,” Edgeworth wondered, “How long does a
wasp take in loading herself with sweets?”14 We reply, about ten years.

Some have pointed out that in 1956 Fisher claimed that no scientist
uses “a fixed level of significance” to “decide” a result (1956, 42)—and
take this one sentence among his many hundreds of contrary statements
to signify a change in his thinking.15 But Fisher, the bulk of evidence sug-
gests, was not earnest with it. He was playing a game. Fisher was in the
1950s understandably fearful of losing influence to the progressive Ney-
man and his “phantasy of circles” and to Egon, Wald, Deming, Shewhart,
and Savage—the statistical sophisticates and champions of Bayes’s deci-
sion theory.16 In two letters of August 13 and August 16, 1955, to the
British statistician G. S. James, Fisher expressed surprise that James or in-
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deed any person would give a Neyman-Pearson interpretation of “the sig-
nificance under which a composite hypothesis can be rejected.” “I had
thought,” wrote Fisher, “that few other than Egon Pearson accepted this
view. . . . It would therefore be useless to argue the matter” (quoted in
Bennett 1990, 148–49). Besides, he told James, “I am averse to contro-
versy in print or in letters” (149). Yet in 1962, the year of Fisher’s death,
he sent on March 13 a letter to another James. “I am not so sure that the
tide of real feeling in the U.S. is so backward as it was 15 years ago,”
wrote Fisher, “when so many leading posts fell to Neymanians.” He told
James, “I think a good many [of the statisticians in the United States] are
dissatisfied with mere ‘decisions,’ which essentially evade the problem of
specifying the nature of uncertainty, or the true grounds for belief.”17 In
a 1950 Eddington Memorial Address at Cambridge University, Fisher
hammered away at his main point: “We attempt, so far as our powers
allow, to understand the world, by reasoning, by experimentation, and
again by reasoning. In this process moral or emotional grounds for pre-
ferring one conclusion to another are completely out of place” (1950, 15,
quoted in Polanyi 1959, 153, n. 1). So he bent his principles, but did not
break them.

The Historical Significance of Hotelling’s t’s

From the late 1920s to the mid-1960s, Harold Hotelling taught scores of
students at Stanford University, Columbia University, and the University
of North Carolina in economics, journalism, psychology, political science,
and mathematical statistics. His own BA degree was, surprisingly, in jour-
nalism, which he kept a hand in. Oswald Veblen, Thorstein’s brilliant
mathematical nephew, supervised Hotelling’s own PhD, at Princeton, in
mathematics. But when Hotelling was hired for his first academic job, at
the Stanford University Food Research Institute, he was expected to con-
duct statistical analyses. He didn’t know how to. The director of the in-
stitute suggested he look at Fisher’s Statistical Methods, just published.

By 1927 Hotelling and Fisher were in correspondence. And in 1929
Hotelling spent a semester sabbatical at the Rothamsted Agricultural Ex-
perimental Station, working side by side with the great man. Hotelling’s
statistical education became thoroughly Fisherian. For the next decade
and beyond, the Journal of the American Statistical Association would be
filled with appreciative reviews by �-Hotelling of the first seven editions
of Fisher’s Statistical Methods for Research Workers (Hotelling 1927 to
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1939). By 1931 Hotelling had himself invented the Generalized T2 ratio—
a multivariate t-test—to the applause of Fisher (Hotelling 1931).

�-Hotelling became a vice president of the American Statistical Asso-
ciation and a leader of the movement to mathematize economics and po-
litical science. He made major contributions to economic and political
theory as well as to statistics. Although he was not the most prolific of sci-
entists, most of what he wrote was seminal. He published on the mathe-
matics of demand theory, on welfare economics, on industrial organiza-
tion, and on voting in two-party systems.18

But how to operationalize those ideas? In Hotelling’s view, Fisher-
 significance was the way. Of the first edition of Statistical Methods,
Hotelling writes: “Of particular interest are the methods of evaluating the
significance of correlation coefficients drawn from small samples, the tests
of significance of differences, and the method ([Fisher] 1927, 125) of fit-
ting a polynomial to a series of observations by adding terms one at a
time until the fit is sufficiently good. All these are due, I think, to Mr.
Fisher’s own researches [on the contrary, many of these, and certainly the
main idea—came from Gosset]. Some of the tables,” he continued, “par-
ticularly V(A) which gives the values that a correlation coefficient must at-
tain in order to reach certain levels of significance, are indispensable for
the worker with moderate-sized samples” (412); he added that the au-
thor, Ronald Fisher, must not be confused with the American economist,
statistician, and eugenicist, Irving Fisher, or the Danish American actu-
ary and statistician, Arne Fisher).

Hotelling’s enthusiasm for the “brilliant contributions” (1927, 412) of
Fisher impressed his immediate American contemporaries—Milton Fried-
man and W. Allen Wallis, for example, and their student Jimmie Savage.

My statistical mentors, Milton Friedman and W. Allen Wallis, held that
Fisher’s Statistical Methods for Research Workers (1925) was the serious
man’s introduction to statistics. They shared that idea with their own
admired teacher, Harold Hotelling. They and some others, though of
course not all, gave the same advice: “To become a statistician, practice
statistics and mull Fisher over with patience, respect, and skepticism.”
(Savage 1971a, 441–42)

While at Columbia University Hotelling and his wife hosted these and
other talented students at regular “Hotelling teas,” in obvious tribute to
Fisher “significance” and Hotelling’s own T2, the students were made to
understand.19 Friedman and Wallis and Savage would each change their
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mind about Fisher. Like many of Hotelling’s other students—Wald,
Arrow, Kruskal, and Wolfowitz—Friedman and Wallis in time adopted a
size-matters/how-much approach to inductive behavior. �-Friedman went
even further, subscribing to Savage’s notion of “personal probability” and
Bayesian loss functions, both of which Fisher detested.20

Others saw Hotelling’s devotion to Fisher in a rather different light. In
May 1931 one of the other statistical Fishers, Arne, was living in New York
City and received word that Ronald, whom he regarded as a friendly ac-
quaintance, was “to give a series of lectures in Iowa City.” He wrote to
Ronald, hoping to get together with him in New York when his ship
docked. In the letter Arne pointed to Hotelling as the chief example of
Fisher’s many “adoring disciples, who, in their effort to expand their own
egos at the expense of their environment, are apt to overdo a good thing.”21

Take our friend Hotelling, for instance [Arne wrote]. According to him
the adherents of the classical theory of probability must have sunk into
a state of ease, almost approaching apathetic luxury, so that the time has
become ripe for the Messiah, and lo, according to Hotelling, you are the
savior to lead the statisticians out of the wilderness. . . . Why is it that
your disciples are always so serious? Whenever I see them ascend the
rostrum to expound—ex cathedra as it were—their pet dogmas in a
solemn and gravelike manner, I cannot help thinking that they take them-
selves altogether too seriously and that humor could be used far more ad-
vantageously for administering a wholesome dose of truth. (A. Fisher
1931, 310–12)

One can only imagine the fury that such a letter would stir in the Wasp.
He shot back to Arne: “On the whole . . . I would rather give my beard a
Messianic cut, if this would encourage Shewhart and Hotelling to go
ahead and do their job in a workmanlike manner.”22

Each field had its messianic Fisher enthusiasts. Hotelling’s more inde-
pendent students were not at first prepared to challenge them.23 In Eu-
rope and its empires the Fisher flag was first flown by Frank Yates and
Udny Yule in biology, medicine, and social policy; by Arthur Bowley in
economics; by J. Rasmusson in Sweden in genetics; by J. B. Hutchinson,
at the Empire Cotton Growing Association, in Central India; and espe-
cially by P. C. Mahalanobis, who turned India Fisherian in agriculture,
meteorology, physics, and anthropology, through the journal Sankyhā.

Fisher was conscious of his quest for empire. In October 1951 he wrote
to the experimental psychologist W. E. Hick, “I am a little sorry that you
have been worrying yourself at all with that unnecessarily portentous

How the Wasp Stung the Bee � 235



 approach to tests of significance represented by the Neyman and Pearson
critical regions, etc. [i.e., Gosset-significance]. In fact,” said Fisher, “I and
my pupils throughout the world would never think of using them.”24

By the early 1950s a number of sophisticates were complaining. We
have noted that in America many of Hotelling’s students, and even some
of his student’s students, such as Savage, became apostates. In England
the other inhabitants of Gower Street became even more vocal. After years
of close collaboration with Fisher, Frank Yates of Rothamsted wrote in
Journal of the American Statistical Association that Fisher’s Statistical
Methods for Research Workers “has caused scientific research workers to
pay undue attention to the results of the tests of significance they perform
on their data . . . and too little to the estimates of the magnitude of the
 effects they are estimating” (1951, 32). Fisher died in 1962. A year later
Yates and the geneticist Kenneth Mather would let it rip in an unusually
toughly argued biographical memoir of Fisher.

It was the age of correlation and curve fitting. . . . It was also the age of
coefficients of all kinds. In attempts to assess the degree of association in
2 � 2 contingency tables, for example, such measures as the coefficient
of association . . . were proposed. The way in which these coefficients
were used revealed considerable confusion between the problem of esti-
mating the degree of association, and that of testing the significance of the
existence of an association. This confusion permeated the whole of the
statistical writing and thinking of the Pearsonian [and therefore, they
mean, the Fisherian] school. (Yates and Mather 1963, 98; italics supplied)

“The whole” of it, they said. But Yates and Mather were just getting
started. On pages 105–6 they returned to the topic of “significance” ver-
sus nonrandom “bias.”

At the time it was written (1925) [Fisher’s] Statistical methods for re-
search workers was a tour de force. Its main weakness . . . is insufficient
consideration of the problems and pitfalls of estimation—bias in a re-
gression coefficient due to error in the independent variate, for example,
is not discussed—with the result that practical workers using Fisherian
methods have often tended to place excessive emphasis on tests of sig-
nificance, without asking whether the estimates they are testing are the
appropriate ones.

And again, on page 113, speaking of “excessive emphasis” on “tests of
significance” as against what should be “magnitudes of effects,” in
Fisher’s Design of Experiments:
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The main weakness of the book is that, as in Statistical methods for
 research workers, there is excessive emphasis on tests of significance:

“Every experiment [Fisher wrote] may be said to exist only in order
to give the facts a chance of disproving the null hypothesis.”

Considering the many experiments which are made to estimate the
magnitude of effects known to exist, e.g. varietal differences, responses
to fertilizers, this is surely a remarkable statement. (Italics supplied)

But the rebellions came too late. Fisher’s 5 percent philosophy of in-
ference had spread like the vine kudzu in the American South—it origi-
nated abroad; a salesman promised great prosperity from it in a variety of
commercial, medical, and agricultural endeavors; once planted it grew
and grew; and it suffocated everything in its path. Like kudzu, most
people reckon that there’s not much to be done about it.

Fisher declared in the tenth edition of his Statistical Methods for Re-
search Workers, “To-day exact tests of significance [of the null hypothesis]
need no apology” (1946, ix). That was an understatement. By then, Karl
Pearson’s 1 to 18 percent philosophy of science had evolved and hardened
into Ronald A. Fisher’s 1 to 5 percent ideology. There it has remained.
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Eighty Years of Trained Incapacity:
How Such a Thing Could Happen

He knew there was something called “standard error.” He remem-
bered a professor of geology saying that the green-sand formation
was so called because it was neither green nor sand; in the same
way he thought “standard error” was so called because it was nei-
ther standard nor error.

sir daniel hall speaking for e. s. beaven
in a 1936 discussion of the royal statistical 

society concerning gosset’s “co-operation in 
large-scale experiments” (gosset 1936, 134) 

Thorstein Veblen—Oswald Veblen’s uncle, we noted, and so, astonishingly,
the intellectual granduncle of Harold Hotelling—spoke in a famous phrase
of the “trained incapacity” of a businessman to attend to anything but pe-
cuniary profit. In fact Veblen used the phrase only once, on page 347 of
The Instinct of Workmanship (1915), and on that page and page 193 in the
alternative form, “trained inability.” Neither phrase appeared anywhere
else in his books, though the idea is fully consistent with Veblen’s notion
that sociological factors often overwhelm economic or especially engi-
neering rationality. He used the idea of trained incapacity, if not the phrase,
for example, in his other book of the same year, Imperial Germany and the
Industrial Revolution, arguing (incorrectly, as it happens) that because of
it the British railway freight cars were irrationally tiny.

The modest fame of the phrase (204 hits for 	Veblen “trained incapac-
ity”
 on Google) appears to come from the prominence that the American
literary critic Kenneth Burke (1897–1993) gave to it in his own book, Per-
manence and Change (1935), which was then picked up by the American
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sociologist Robert K. Merton. By the mysteries of Google there are in fact
slightly more hits, 244, for 	Burke “Permanence and Change” Veblen
“trained incapacity”
 than for the simpler 	Veblen “trained incapacity”
.
Burke admitted in a letter in 1946 that he couldn’t relocate the phrase in
his Veblen collection after finishing his own book (1946). No wonder: as
we said, it appeared only once in Veblen.

“Trained incapacity” was given by Burke a wider application than
 Veblen gave it. In Burke and others it means the narrowness imposed by
a particular training. Our theme here has been that null-hypothesis sig-
nificance testing is just such a trained incapacity—the incapacity, even,
astonishingly, in the statistical works of the great Harold Hotelling, to see
what is scientifically important because its victims have been trained to at-
tend to what is not. “A way of seeing,” writes Burke, “is also a way of not
seeing—a focus upon object A involves a neglect of object B” (1935, 70).
“Object B” in our case is “oomph.”

It is our experience that the more training a person has undergone in
Fisherian methods the less easy is it for her to grasp our very elementary
point. Some of the direct students of Fisher, such as Hotelling, were nearly
deaf to the point, seeing in Fisher only, as Fisher himself once put it, the
“messianic cut.” People who are highly trained in conventional econo-
metrics—one or more generations descended from Hotelling and
Haavelmo and Tinbergen and Klein—have an especially difficult time.
Most of them have no idea what we are talking about, though they are
quite sure they do not approve. 

By contrast, undergraduates who have never had a statistics course,
science and engineering professionals we work with or meet in our trav-
els, businesspeople, musicians, activists, various colleagues in nonstatisti-
cal fields, and others who have the misfortune to ask what we are writing
about these days, such as journalists for the Economist, Strategy � Busi-
ness (Gabor 2006), the Chronicle of Higher Education and the like—as
soon as they are able to grasp that we are not attacking statistics as such,
and that we are not among the invincibly innumerate humanists unable to
understand the Kolmogorov axioms—these have no difficulty under-
standing our point and immediately begin wondering what the contro-
versy is about.1 Physicists, for instance, get the point immediately and are
not surprised to hear that the physics-trained Shewhart, Deming, Zellner,
and Horowitz have always gotten it, too.

It is an interesting comment on the history of science that Fisher as a
mathematical geneticist and statistician who is often credited with crafting
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a neo-Darwinian synthesis was himself an essentialist and creationist in
his theory of scientific inference.2 The sociological question is how such
an error as the Rule of Two can persist. Or, rather, that is the economic
question because sociologists have less trouble than economists do—an-
other trained incapacity—in supposing that people can persist in gross ig-
norance year after year. Economists are likely to wonder why some smart
person doesn’t pick up the large-denomination bill lying on the ground
and start a new intellectual firm, reaping the profits. If null-hypothesis sig-
nificance testing is as idiotic as we and its other critics have so long be-
lieved, how on earth has it survived?

One possibility, which we have explored the most here, is the Great
Scientist Thesis. Great scientists and their disciples have a great impact,
despite defects. Fisher was undoubtedly a great scientist by this standard.
He certainly had defects. One scale for measuring the bad and good ef-
fects of the great is our own field of economics. Economics since the
1940s has been dominated by Paul Samuelson. The Prudence-Only the-
ory of human behavior that he and his brother-in-law Kenneth Arrow
advocated has provided many interesting insights. But in the end it is as
science a trifle strange. Perhaps more than a trifle. A world of economists
without Samuelson and Arrow, splendid as both these scientists are,
would have developed in a different and perhaps more reasonable—that
is, in a way that invites to the center of the science more reasoned delib-
eration over human values—and especially a more intellectually plural-
istic way. It might have nourished, for example, more DuBoises and
 Veblens, Douglases and Gilmans, Hayeks and Myrdals, Coases and
Schellings—this despite the undoubted intellectual reasonableness of both
Samuelson and Arrow as men and scholars (Arrow, we have noted, has
long criticized null-hypothesis significance testing, and has, like Amartya
Sen, maintained a second career in political philosophy), very unlike
R. A. Fisher. It’s the devout disciples in statistics and economics, as in
other sciences, two or more generations descended from the master, one
worries about.

Imagine, then, statistics without Fisher—suppose, for example, that
his poor eyesight had not kept him out of the Great War he so fervently
wished to attend, and suppose therefore, like so many of his generation of
middle-class young Englishmen, he had died honorably as a promoted
captain at the Somme. Statistics would have been very different. In par-
ticular, as we have suggested, the influence of Gosset would have shown
through. With no Fisher to thwart them on Gower Street, Egon Pearson
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and Jerzy Neyman might have won the war over daily practice, not merely
the battle for the theoretical high ground. Jeffreys’ robust science could
have reached the masses. Given the personal character and philosophical
commitment to methodological pluralism of Gosset, Jeffreys, Egon, and
Neyman, sans Fisher the “war” metaphor, applied to statistical practice,
would probably have sounded silly. But to the bellicose Fisher not at all.

As we have also suggested, though, some strong divisions were in fact
brought into play against the Fisherian troops early and late. Deming and
Gosset, for example, took a substantive approach to significance into the
business world and made it work. Wald, Wallis, Savage, Lindley, Good,
Lehmann, Kruskal, and many others in advanced theoretical statistics ad-
vocated substance over Fisherian significance, and a minority of their own
students persisted in the higher training. But the mass of research work-
ers stayed Fisherian, lost in a blindingly sizeless stare. With such enemies,
and so many decades now passed after Fisher’s death, you would think
that the effect of the great scientist would begin to fade.

But scientific hubris is a stubborn cat. Another scientific error of the
early twentieth century, Freudianism, for example, is by now quite dead
as scientific psychology and has been for decades. Only very elderly psy-
choanalysts still believe that everyone is a repressed homosexual or forever
struggling with Daddy. Yet Freudianism is vividly alive still in the work of
literary theorists, especially in France and the United States. Something
besides the personal influence of Freud himself and his most obedient dis-
ciples must be explaining such persistence. Without Freud, no Freudian-
ism. Without Fisher, no Fisherianism. But given Freud and Fisher, some-
thing other than their charisma must be explaining the persistence of their
erroneous ideas.

Of course, one can insist stoutly that their ideas are not erroneous. The
Efficiency Thesis would say that null-hypothesis significance testing is nec-
essary for drug testing and economic forecasting and other daily-delivery
tasks. We hope by now that you do not believe this. To refer one last time
to what Deming said in 1938, statistical significance in fact provides no
rational plan of action. True, the price of significance tests delivered to
your doorstep every morning like milk is temptingly low. One can there-
fore take null-hypothesis significance testing as a sort of astrology, giving
“decisions” mechanically, justified within the system of astrology itself. (A
substantial fraction of French business firms, by the way, still consult as-
trologers.) Statistical Package for Social Sciences and other such companies
sell data mining to business—one SPSS product is called “Clementine,”
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after the American folk song about “a miner, forty-niner / And his daugh-
ter, Clementine,” honest anyway in the naming.

Data mining, we affirm, is not in itself scandalous. Mere untheorized
cataloging of the stars by location and magnitude allowed the astronomers
of 1572 and 1604 to be astonished by novae and to infer that the heav-
ens were not in fact immutable. Close attention to the bundles of goods
its customers buy—a kind of data mining—has made Wal-Mart rich. But
data mining guided by considerations of 5 percent significance, as in fact
it is in Clementine and other statistical software, is worse than data min-
ing guided by astronomical or retail-giant significance. With significance
testing in the age of digital computing, prices are always falling but so is
scientific knowledge. Fisherianism is a bad input, straightforwardly mis-
leading advice, erroneous astrology. Misleading advice is not made into
good advice merely by its mechanical and pecuniary cheapness.

Another explanation along similarly pro-Fisherian lines is that Preci-
sion Is Best. Again, we hope by now you are as impatient with such an ar-
gument as we are. Testimators rest content with a nominal level of statis-
tical significance, ignoring the real significance—the rise or fall in the price
of the ostensible object of inquiry. Suffering from precision illusion, they
ignore real error. The economic approach to the logic of uncertainty is by
this camp rejected “owing,” it may be as de Finetti put it, “to aristocratic
or puritanic taboos.”

Life and human scientists have been for a long time—at least since the
time of Laplace—intrigued by and even obsessed with the precision and
control they believe to exist in the so-called exact sciences of physics and
chemistry. Sir Ronald Fisher certainly was. Even today the philosophers
of economics and medicine and the others yearn for a demarcation crite-
rion segregating the exact and the inexact.3

But statistical significance, we hope by now we have persuaded you, is
not the instrument of exactitude it pretends to be. Cell biologists and
 molecular geneticists and medieval economic historians have improved
the exactitude of their sciences, that is true. Great strides have been made
since the 1950s. Yet statistical significance has not done it.

A more satisfactory explanation is Path Dependence. Once Fisher had
got the ball rolling, it continued hurtling down, gathering speed and in-
fluence. Almost all the textbooks, as we have seen, recommend a simple-
ton’s version of Fisher—or, as Gigerenzer et al. have shown, at best an in-
coherent hybrid of the Fisher-Bayes-Neyman-Pearson setup followed by
full indulgence of Fisher’s testimation.
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Path Dependence, though, is merely a catchall for factors that keep
people from attending to social costs, or keep them from taking advantage
of the opportunity even for private profit lying on the ground before
them. What makes the path “depend?” As with the QWERTY layout of
the keyboard we are typing with, considering the great ease of changing
keyboards in these days of computers, and the potential gains to typing-
intensive companies in doing so, there have been profitable alternatives to
Fisherian significance all along. Some manner of other sociological factor
must be intervening.

One of the sociological factors, as we have said, is High Modernism.
Fisher had the good fortune to be born just as the prestige of mechanical
methods in all fields, from mathematics to automobile manufacturing,
was coming to a climax. Methods with a capital M, formulas for archi-
tecture or economic planning, were believed during the early twentieth
century with a highly nonmechanical passion. Medicine, biology, social
work, and the social sciences were just developing their national associa-
tions, developing standards, when Fisher emerged. Now in the early
twenty-first century some are less persuaded.

The other sociological factor, itself connected to Modernism, is what
Robert Merton called the Bureaucratization of Knowledge. In his Social
Theory and Social Structure (1949), quoting Burke on Veblen, he spoke of
the increasing systematization of modern life in large organizations. “Ad-
herence to the rules,” Merton wrote, “originally conceived as a means, be-
comes transformed into an end-in-itself” (1949, 199). That seems about
right: statistical significance, originally conceived as a means to substantive
significance, became transformed by Fisher and then by bureaucracies of
science into an end in itself. A t-tested certified fact will be “equally con-
vincing to all rational minds, irrespective of any intentions they may have
in utilizing knowledge inferred.” Seek it. “Ignore all results which fail to
reach this standard.” The modern-day Gradgrinds intone, “Teach these
boys and girls in economics, medicine, ecology, nothing but statistical sig-
nificance. Plant nothing else, and root out everything else.”

Merton speaks of the “transference of the sentiments from the aims of
the organization onto the particular details of behavior required by the
rules.” And: “Formalism, even ritualism, ensures with an unchallenged in-
sistence upon punctilious adherence to formalized procedures. This may be
exaggerated to the point where primary concern with conformity to the
rules interferes with the achievement of the purposes of the organization”
(1949, 200; italics his). The ostensible purpose of a scientific organization
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is to produce knowledge. In the sizeless sciences, the formalism, even the
ritualism, of the Rule of Two or Three and the transposed conditional in-
terfere. The “rules in time become symbolic in cast,” writes Merton,
“rather than strictly utilitarian.” Alas, yes.

If we were to assemble our socioeconomic observations into a single
chain of thought its strongest link would be coupling Merton’s “bureau-
cracy” with Hayek’s “scientism.” Scientism describes, “of course, an at-
titude which is decidedly unscientific in the true sense of the word, since
it involves a mechanical and uncritical application of habits of thought to
fields different from those in which they have been formed” (Hayek 1952,
15–16). “The scientistic as distinguished from the scientific view is not an
unprejudiced but a very prejudiced approach which, before it has consid-
ered its subject, claims to know what is the most appropriate way of in-
vestigating it.”

The trick is to unshackle the bureaucracy of scientism, to break its me-
chanical rules, change its prejudiced incentives, create new rituals, train
capacity. No simple trick.
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What to Do

Not where it comes from but what it leads to is to decide.
william james 1896, 98

Education

Our first suggestion is mild and educational. Scientists in the sizeless sci-
ences need to start telling each other to seek substance. They need to stop
believing that the translation of a problem into probability space relieves
them of the need to consider oomph and loss functions. The ritualism of
significance testing needs to be challenged at the level of paradigm at every
seminar, in every referee report, in every classroom.1 The physicist and
econometrician Joel Horowitz claims to us that such challenges have be-
come common in economics, partly because of our earlier complaints. We
think Horowitz is mistaken. The Fisherian ritual goes on and on. Follow
then Horowitz’s own practice: What’s your oomph? How do you know?

Listen to Gosset explaining in his last year of life his thoughts on “sig-
nificance” to Egon Pearson, who was then the chief editor of Biometrika.

[O]bviously the important thing in such is to have a low real error, not
to have a “significant” result at a particular station. The latter seems to
me to be nearly valueless in itself. . . . Experiments at a single station
[i.e., tests of statistical significance on a single set of data] are almost val-
ueless. . . . What you really want is a low real error. You want to be able
to say not only “We have significant evidence that if farmers in general
do this they will make money by it,” but also “we have found it so in
nineteen cases out of twenty and we are finding out why it doesn’t work
in the twentieth.” To do that you have to be as sure as possible which is
the 20th—your real error must be small. (Gosset to E. S. Pearson, 1937,
in E. Pearson 1939, 244)
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Gosset-speak is what we need. Undergraduates need to hear from the
beginning that size matters—measured in units of money or justice or life
or persuasiveness. They need to acquire the virtues necessary for per-
forming repeated experiments on the same material. They need to hear
that random error is one out of many dozens of errors and seldom the
biggest. They need to learn that “the real error must be small.” After all,
reconciling differences of effect, finding the common ground, is the point
of statistics. Professors should show students why they need to attend to
substance, as does for example the epidemiologist Kenneth Rothman. The
point about the insignificance of significance should not be shunted off to
one obscure paragraph mentioning that large samples yield “significance”
everywhere. As in the Freedman, Pisani, and Purvis text, or in the old text
by Wallis and Roberts (1956), and in the careers of Gosset and W. Ed-
wards Deming, the size-matters/how-much should be the substance of
most of the paragraphs.

Controlling for the second kind of sampling error is necessary and im-
portant. But it is not most important. Most important is to minimize Error
of the Third Kind, “the error of undue inattention,” which is caused by
trying to solve a scientific problem using statistical significance or in-
significance only. In science, as against careerism or pure mathematics, it
is better to be approximately correct and scientifically relevant than it is
to be precisely correct but humanly irrelevant. Not even the fully specified
power function, balancing the risk of errors from random sampling, pro-
vides a full solution to a scientific problem. In truth, as Kruskal never tired
of remarking, statistical “significance” poses no scientific problem at all.
With the aid of a personal computer and a grant such significance is easy
to achieve.

Graduate students today are oversupplied with analytic proofs of as-
ymptotic results. They are not being taught how to control for the third
kind of error. Formalities are privileged in textbooks over substantive think-
ing about what a test can yield. We have met too many well trained young
economists who say to us, “I didn’t know I was supposed to look at the col-
umn of coefficients. I just look at the p-values.” And “I thought Fisher’s test
told me about the likelihood of the hypothesis. Doesn’t it?” No.

If Gosset could teach these points to the elder Beaven, an experimen-
tal farmer of barley wisely suspicious of the logic of Latin squares and the
importance of degrees of freedom in tests of statistical significance—
Beaven protested wittily to Gosset that he did not understand “magic
squares” or “birds of freedom” (McMullen 1939, 208)—we can certainly
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teach them to our mathematically savvy students. Statistical scientists can
teach substance without sacrificing the rigor they so passionately seek.
Real rigor will rise with increased attention to substance.

It is rare to meet a statistical scientist who knows about the rhetorical
history of Student’s t and rare at the .001 level to meet one who knows the
science of Student himself. For eighty years the Wasp has won the battle
for historiographic attention. A few historians and philosophers of sta-
tistics—Hacking and Stigler and Giere and Mayo and Howie and Zabell,
for example—have begun to question the omission of alternative ap-
proaches. Yet to matters of substantive significance the historians and
philosophers have not quite twigged.

The exceptions, those who have critically examined the omission of
substantive significance and who understand well the ongoing accumula-
tion of social damage, are in fact applied statisticians and statistical the-
orists, not historians or philosophers. We mean, in particular, Savage
(1954, 1971a), Kruskal (1968a, 1980), Zellner (1984, 1997), Gigerenzer
et al. (1989), and Berger (2003). The Savage article of 1971, “On Re-
reading R. A. Fisher” (1971a) is unknown outside a small circle of statis-
ticians. It should be reprinted and put into the hands of every graduate
student of the statistical sciences. Gigerenzer et al., The Empire of Chance
(1989), has been noticed favorably by historians of science. Its brief his-
tory of the birth of mathematical statistics in its Fisherian and then its
Fisher-Neyman-Pearson hybrid form is excellent. But on the main point
of substantive versus statistical significance, in emphasizing the distinc-
tion and why the distinction matters, the Gigerenzer book is—like the il-
luminating book of Donald MacKenzie, Statistics in Britain (1981)—not
as explicit as it might be.2 We were alarmed to find a scholar and statisti-
cian of the quality of Bradley Efron saying that “we could badly use a
new Fisher to put our world in order” (1996, 112).3 Another Wasp is pre-
cisely what we do not need.

Stopping Testimation

Our second suggestion is harsh and institutional. Somehow the institu-
tional incentives that are leading the sizeless sciences away from oomph
need to be changed. We know enough about the bureaucracy of scientism
to have doubts that educational reform alone will suffice.

The mildest form of our harsh suggestions is to ask our honored col-
leagues in statistics and economics and medicine and the rest to stand up
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and be counted. Consider econometrics. We know, for example, that the
Nobel laureate James J. Heckman of the Department of Economics at the
University of Chicago agrees with us in substance about substance. His
own practice shows it. We now ask him and similarly placed men and
women to follow the recent example of Thomas Schelling ([2004], Nobel
laureate, 2005) and say publicly what is obvious and elementary: statis-
tical significance is not the same thing as importance, precision is not the
same thing as oomph, but measures of oomph and importance are what
we mainly need. The current practice of statistical journals, we hope you
now agree, is mistaken. Testimation—the dysfunctional marriage of the
sizeless stare and the fallacy of the transposed conditional—should cease.
If six economic scientists of the stature of Heckman would join their fel-
lows Arrow and Zellner and Schelling and Solow and Granger and
Leamer and the rest in a forthright statement of the absurdity of confus-
ing precision with oomph, econometrics might yet be saved.

Our proposition applies especially to the editors of the journals. If
journal editors cannot answer us—we have been awaiting enlightenment
from them these decades past—they should in all scientific seriousness
admit that none of the “tests” they publish makes sense. That a journal
editor would ask a leading economist and applied decision theorist such
as the late Jack Hirshleifer to compute and publish Fisherian test statistics
that he did not believe in is most strange. “I’m just baffled that anyone,
anytime, anywhere, can think it scientific to report only Type I errors with-
out reporting the magnitude of the effect,” Hirshleifer wrote to us a year
before his death (Hirshleifer 2004). “To my mind,” he continued, “the
Bayesian objection would emphasize the need to account also for Type II
errors. Of course just how you account for them will depend upon the
loss functions, and that’s where ‘size’ comes in.” Journal editors should be
embarrassed. The editors might say, à la Rothman: “Dear Author: Our
journal does not publish articles claiming statistical significance to be the
same as scientific importance. Your article, in its current version, makes
such a claim. So if you would like to publish here you have two courses
of action . . .”

We will ask journal editors to sign a cold-water pledge, and will print
the results of our survey—if, indeed, we can find an editor who will pub-
lish them. Journals with low standards in such matters, such as the Amer-
ican Economic Review, New England Journal of Medicine, Annals of
 Internal Medicine, Lancet, British Medical Journal, Biometrika, Psy-
chometrika, Administrative Science Quarterly, Journal of the American
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Medical Association, and Journal of Clinical Psychiatry, should be made
known to the scientific community. Statistical significance does not an
“impact factor” make. Against testimation we propose a “Statement on
the proprieties of Substantive Significance” (SpSS), and will ask editors,
administrators, and eminent scientists and people of industry concerned
with such matters to sign.

(1) Sampling variance is sometimes interesting, but a low value of it is
not the same thing as scientific importance. Economic significance
is the chief scientific issue in economic science; clinical significance
is the chief issue in medical and psychiatric and pharmacological
science; epidemiological significance is the chief issue in infectious
disease science; and substantive significance is the chief issue in any
science, from agronomy to zoology. No amount of sampling sig-
nificance can substitute for it.

(2) In any case, scientists should prefer Neyman’s confidence intervals,
Rothman’s p-value functions, Zellner’s random prior odds, Rossi’s
real Type I error, Leamer’s extreme bounds analysis, and above all
Gosset’s real error bars (Student 1927) to the Fisher-circumscribed
method of reporting sampling variance (Leamer 1982; Leamer and
Leonard 1983; Zellner 2008). No uniform minimum level of Type I
error should be specified or enforced by journals, governments, or
professional associations.

(3) Scientists should prefer power functions and operating characteristic
functions to vague talk about alternative hypotheses, unspecified.
Freiman et al. (1978), Rossi (1990), and similar large-scale surveys
of power against medium and large effect sizes should serve as mini-
mum standards for small and moderate sample size investigations.
Lack of power—say, less than 65 percent for medium-sized effects
and 85 percent for large effects—should be highlighted. How the bal-
ance should be struck in any given case depends on the issues at stake.

(4) Competing hypotheses should be tested against explicit economic or
clinical or other substantively significant standards. For example, in
studies of treatments of breast cancer a range of the size and timing
of expected net benefits should be stated and argued explicitly. In eco-
nomics the approximate employment and earnings rates of workers
following enactment of a welfare reform bill should be explicitly ar-
ticulated. Is the Weibull distribution parameter of the cancer patient
data substantively different from 1.0, suggesting greatly diminishing
chances of patient survival? How greatly? What does one mean by
the claim that welfare reform is “working”? In a labor supply re-
gression does � � “about 	0.05” on the public assistance variable
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meet a defensible minimum standard of oomph? In what units? At
what level of power? Science needs discernible Jeffreys’ d’s (minimum
important effect sizes)—showing differences of oomph. It does not
need unadorned yet “significant” t’s.

(5) Hypothesis testing—examining probabilistic, experimental, and
other warrants for believing one hypothesis more than the alternative
hypotheses—should be sharply distinguished from significance test-
ing, which in Fisher’s procedure assumes a true null. It is an elemen-
tary point of logic that “If H, then O” is not the same as “If O, then
H.” Good statistical science requires genuine hypothesis testing. As
Jeffreys observed, a p-value allows one to make at best a precise
statement about a narrow event that has not occurred.

(6) Scientists should estimate, not testimate. Quantitative measures of
oomph such as Jeffreys’s d, Wald’s “loss function,” Savage’s “ad-
missibility,” Wald and Savage’s “minimax,” Neyman-Pearson’s “de-
cision,” and above all Gosset’s “net pecuniary advantage” should be
brought back to the center of statistical inquiry.

(7) Fit is not a good all-purpose measure of scientific validity, and should
be deemphasized in favor of inquiry into other measures of error and
importance.

Social indignation can be used for social gain, as Adam Smith long ago
noted. Fisher’s contributions to science are many and great. In genetics,
agronomy, and mathematical statistics his name will endure. But Fisher
Significance and its cousin, the fallacy of the transposed conditional,
should go the way of bloodletting.

Paul Green, a colleague of Ziliak’s at Roosevelt University, a political
scientist with sophistication in the history of institutional change, sees a
daunting parallel in the Old Left. Returning to Chicago after the last re-
election of Tony Blair, Green remarked, “Some parties [such as Britain’s
Old Left, defeated by Blair] don’t want control; they don’t want to win.
In Chicago, winners take over City Hall, and celebrate,” said Green.
“Losers provide explanations. The Old Left in Britain,” as Green sees it,
“would rather provide explanations.” Significance testers are Old Left tes-
timators—they resemble the political Old Left, or the Democratic poll
watchers in Florida in the year 2000: they would rather provide explana-
tions than regain control.

The textbooks are wrong. The teaching is wrong. The seminar you
just attended is wrong. The most prestigious journal in your scientific field
is wrong.
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You are searching, we know, for ways to avoid being wrong. Science,
as Jeffreys said, is mainly a series of approximations to discovering the
sources of error. Science is a systematic way of reducing wrongs or can be.
Perhaps you feel frustrated by the random epistemology of the mainstream
but don’t know what to do. Perhaps you’ve been sedated by significance
and lulled into silence. Perhaps you sense that the power of a Rothamsted
test against a plausible Dublin alternative is statistically speaking low but
are dazzled by the one-sided rhetoric of statistical significance. Perhaps
you feel oppressed by the instrumental variable one should dare not to
wield. Perhaps you feel frazzled by what Morris Altman (2004) called the
“social psychological rhetoric of fear,” the deeply embedded path de-
pendency, that keeps the abuse of significance in circulation. You want to
come out of it. But perhaps you are cowed by the prestige of Fisherian
dogma. Or, worse thought, perhaps you are cynically willing to be cor-
rupted if it will keep a nice job.

Repent, we say. Embrace your inner Gosset. Appeal to the ancient ar-
gument of sorites. Sell all your goods and come with us. As the comedian
Richard Pryor put it, “Who are you going to believe—us or your own
lying eyes?”

A misleading rhetoric brought in the age of mechanical testing and
with it a lot of damage. Good rhetoric can replace it, and take us into the
age of science and humanity and, if chance is on our side, into another fine
stout.
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A Reader’s Guide

Although our approach is mostly nontechnical, we assume the reader is
broadly familiar with testing, estimation, and error statistics as used in
the life and human sciences. Some readers may appreciate guidance along
these lines. Two good, nontechnical introductions to the topics discussed
in this book are David Moore and George McCabe’s Introduction to the
Practice of Statistics (1999) and J. Pratt, H. Raiffa, and R. Schlaifer’s In-
troduction to Statistical Decision Theory (1995). The second edition of
Kenneth Rothman’s Epidemiology (2002) and his advanced Modern Epi-
demiology (1986) are especially relevant to research workers in allied
fields such as medicine, psychiatry, pharmacology, and even some parts of
economics. Psychologists and education researchers may find instruction,
as have we, in Bruce Thompson’s Foundations in Behavioral Statistics:
An Insight-Based Approach (2006).

The student of how size matters and what to do about it in the fields of
economics and other human sciences would do well to begin with Intro-
ductory Econometrics (2000), by Jeffrey Wooldridge, which gets to the
point. In the 1950s the great Polish economist Oskar Lange advocated
“practical” or “economic” significance along similar lines in the second
edition of his Introduction to Econometrics (1959). Although Lange’s book
is out of date, technically speaking, it is still a model of real world econo-
metrics. We wish his views on economic planning had been as sensible.

At the level of foundations, Fisher is nothing like the last word. “Per-
sonal probability,” in the tradition of Gosset and Leonard Savage, is an
idea that has not received its due. Yet it is a particularly natural aid for
making decisions in the fields of medicine and economics. Graduate stu-
dents will profit to that end from Savage’s The Foundations of Statistics
(1954 [1972]), S. James Press’s Subjective and Objective Bayesian Statistics
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(2003), and two of Arnold Zellner’s collections (which are sympathetic
with, but not strictly devoted to, the personal approach): Basic Issues in
Econometrics (1984) and Bayesian Analysis in Econometrics and Statis-
tics (1997). Add to these books Tony Lancaster’s hands-on Introduction
to Modern Bayesian Econometrics (2004)—though treat the sections on
“significance” with deep suspicion—Press’s Applied Multivariate Analysis
([1972] 2005), and Leamer’s Specification Searches: Ad Hoc Inference with
Non-experimental Data (1978) and you’re equipped to make persuasive
econometric arguments. Students may want to see well-written examples of
oomphful science. Our book supplies, we think, a few examples. We can
recommend M. E. Bowen and J. A. Mazzeo, eds., Writing about Science, a
collection of nontechnical pieces written by famous scientist-essayists. In 
the essays by Richard Feynman, Victor Weisskopf, Lewis Thomas, and
Howard Ensign Evans, oomph is the word.

The student in search of an elegant finish to her statistical inquiries
could do well to consult “The Art of Labormetrics,” by Daniel Hamer-
mesh (1999). The old classic by Oskar Morgenstern, On the Accuracy of
Economic Observations (1950 2nd ed., 1963), is bracing. Hamermesh
and Morgenstern are to word and number what Edward Tufte is to visu-
alization: they offer a corrective to the output and display of statistics
presently determined by the default settings of your software system. The
common sense of a brewer, of course, completes the job.

Aris Spanos has recently brought the Fisher-Neyman-Pearson-
Jeffreys debates into econometric learning in his Probability Theory and
Statistical Inference (1999). We salute the inclusion of such pluralism in
the dismal science. Although the author appears to disagree with us on the
logic of uncertainty and on some of the history, we find exemplary the
open-minded character of his book. As the rhetoricians have put it since
Gorgias of Leontini, there is not just one way.
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Notes

A Significant Problem

1. Student 1908a, 1908b; E. Pearson 1939, 222–23; Ziliak 2008a, 2008b; cf.
Stigler 1999, 143–44.

2. A helpful introduction to the conditions of “work and welfare” at Guin-
ness, 1886–1914, is Dennison and MacDonagh 1998, chap. 8. At Guinness a jun-
ior brewer earned far more than the average London professor of science. Gosset
stopped Karl Pearson from making a job offer to him for precisely that reason (E.
Pearson 1990, 18).
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Bernando, Jose, statistician, doubter
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Gosset’s economic approach to cop-
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joyful imagination, 211, 212; Gos-
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error,” examples of, 256n5 (chapter
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Hirshleifer, example of, xx; Jeffreys,
Harold, example of, 63, 140;
Kruskal, example of, xx; Leamer,
example of, xx; the neglected better
self, as rational believer, 20–22, 27,
131–33, 197, 245, 250; Rothman,
example of, xx; Savage, example of,
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you do, 15; Zellner, example of, xx,
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2; pre- and after-modernist statisti-
cal philosophy, pre- and post-Fisher-
ian representative examples of, 15–
22, 59–61; origin, practical and
theoretical achievements of, in scien-
tific inference (see Gosset, William

Sealy; Guinness). See also Airy; bee;
Borel; Cohen; counter induction; de
Finetti; Dewey; Pearson, Egon;
 Feyerabend; Feynman; Freiman;
Gigerenzer; Hacking; Hayek; James,
William; Jeffreys; justice; Leamer;
Meehl; Neyman; oomph; pluralist;
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beta, wholesale rejection of: in the 
�-epistemology of Fisher, 222–26;
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son, 194–202; in the �-scientific
practice of the sizeless sciences after
Fisher, 33–41. Compare bee. Con-
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big shoulders, city of the, Chicago
 example of science guided by real
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biology: early uses of statistical signifi-
cance in, 3, 5; Fisher indoctrinates
with the test, 14; getting worse in
use of statistical significance, 85.
See also cuckoo

birds of freedom, 246
Birge, Raymond: Deming warns about

Fisher, 221–22; describes Fisher
visit to Berkeley, 221–22

Black, Max, quantitative discussion
about sorites, deciding how big is
big, 54

Black, Richard, quotes Japanese com-
missioner of whaling misusing sta-
tistical significance, 31

Black teenage unemployment: discov-
ery teaches Ziliak the main point,
xx; not reported by Labor Depart-
ment because of misuse of statistical
significance, xx, 179

Blackwell, David, mathematician:
Bayesian 145; credits Savage for re-
education, collaborates with Arrow
and Savage, 259n11, n12 (chapter
13); doubts statistical significance,
2; Neyman attempt to hire at Berke-
ley seen as radical by Fisherians,
145. See also bee; racism
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ample of the cost of the standard
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Blinder, Alan, misuse of asterisk
econometrics, 70, 86, 103

Blomquist, G., et al., simulation in
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Bloomsbury Group, no relation to
Gower Street statisticians, 192

boat rudders, Gosset invented oppos-
ing, featured in Field magazine, 211

body tissue, transplants of, immunol-
ogy of, 54

Boettke, Peter, commented on book,
xx

Book of Daniel example of statistical
significance, 193

Borel, Emile: rare mathematician-
doubter of statistical significance, 2,
9, 38; teaches Neyman, 9

Boring, Edwin G., warns psychologists
at Harvard, in 1919, opposes misuse
of statistical significance, 123

boring point, 123. Contrast beta; 
�-epistemology

Bowley, Arthur, disciple of Fisher in
economics, 235

Box, Joan Fisher, historian of science
and statistics, on character of her
father, Ronald Fisher, 220

Bradburn, Norman, NORC scientist
tells of Kruskal’s scolding over
 misuse of statistical significance,
123–24

Brancato, Kevin, economist finds
nothing in Hoover and Siegler de-
fense of statistical significance, 169

British Medical Journal, misuse of sta-
tistical significance in, 166, 181,
248

Buccola, Regina, Shakespeare scholar
gets it, xx

bureaucracy of science: costs us jobs,
justice, and lives, 2, 124, 244, 247;
needs reform, 244, 247; scientism
compels misuse of statistical signifi-
cance, 257n2 (chapter 3)

bureaucratization of knowledge, 2,
243, 244

Burgman, Neil. See Fidler
Burke, Kenneth, critic makes Veblen’s

“trained incapacity” well-known,
238–39

Bush, R. R., first to systematically
 assess power in the social sciences,
134

Cairncross Test for oomph, 109. See
also beta

cancer research: misuse of statistical
significance in, 161–62; lack of
power in, 178–81; popular NEJM
article about it does not understand
Gosset’s concept of “real error,”
185; prostate cancer, rare consensus
on magnitude of, 184–85

Cann, Cristina, editorial declaration
in Epidemiology against statistical
significance, 167–68

canned software programs, cause of
popularity of statistical significance,
71, 241–42

Card, David, excellent labor econo-
mist misuses statistical significance
in study of minimum wage, 92,
101–3

cardiovascular research: lack of power
in, 178–81; misuse of statistical sig-
nificance in, 161–62

Carver, Ronald P., early article on
 misuse of statistical significance in
educational research, 130

cataracts, Dillard’s example of inabil-
ity to see oomph with, 61, 256n21
(chapter 1). See also Pearson, Karl

causality, not studied here, xvii
CDC (Centers for Disease Control):

extreme case of misuse of statistical
significance at, cult of statistical sig-
nificance at, 177–78, 181–82; low
standard of oomph at, 9–10; mis-
uses statistical significance, 40;

cell biology, lack of significance test-
ing in, 2
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Chapin, F. S., pushes statistical signifi-
cance in psychology, 142
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gets it, xx

chemistry: does not use statistical sig-
nificance much to test, 2, 7, 24, 84,
85; Gosset, trained in at Oxford, 84,
209; uses confidence intervals, 85

Chernoff, Herman, doubter of statisti-
cal significance, 2

chicken foot, n�1, Gosset mailed to
Fisher, 211

child, Fisher’s three-year-old niece,
forced to cross a mile-long wood by
herself, 220

Cicero, Marcus Tullius, uses statistical
significance, 14, 193

Clark, Kim B., exemplary article in
economics, 78

clinical significance: begins with Gos-
set, 20; mixed up with merely sta-
tistical significance in famous study
of prostate cancer, 184, 185,
passim; neglected in Vioxx trial, 28;
what medical and pharmacological
scientists should want, 249

Coase, Ronald, acknowledged, xix
Cohen, Jacob: failure of, 124; first to

assess power in psychology, 57,
123, 134–38; member-of-Congress
spoof of transposed conditional,
156; overdiagnosis of schizophre-
nia, 16–17, 156–58; served on Task
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silliness of p levels, 123, 156

Colander, David, gets it, 111
Colditz, G. A., measures misuse of

statistical significance in medicine,
162–63

Collings, Charles, former SPSS sales-
man in medical division gets it, xx

Collins, Harry, tells McCloskey of
“significance test controversy,” xx.
See also beta

confidence intervals: APA Publication
Manual finally recommends, 125,
170; Fisher opposes, 116; Interna-
tional Committee of Medical Jour-
nal Editors recommends, 176;
 Loftus imposes on his journal in
psychology, 130; misuse of in CDC
study of salmonella, 182; Neyman
recommends, 26; not adopted in
psychology, 170–72, 174; not com-
plete solution of misuse of statisti-
cal significance, 16, 129; not used
early in epidemiology, 162; not used
in economics; not in Ziliak and
 McCloskey questionnaire, 66, 73;
used in physical sciences, 85, 87;
way forward, 165, 167, 249

Congressman you’re probably not an
American example of testimation,
156

consequent, fallacy of affirming the,
not a fallacy, 152

consulting psychology, aspires to
 science using Fisher’s broken test,
36, 130, 137, 138. See also alpha;
psychiatry

continental drift, theory of, accept-
ance of, long delayed by twilight of
idols, xvi

copyright of t table, Fisher (with
Yates, 1938) stole from deceased
owner and inventor of, 231, 232.
See also Gosset, William Sealy

copywriting example of precision over
substance, 12–13

counterinduction, Feyerabend’s term
for maximizing empirical content,
pluralist methodology in science,
153

courts, and statistical significance,
misuse of in, xvii, 18

cost, human, not admitted into tests
of statistical significance. See alpha;
Fisher

Cowles Commission, role in spreading
misuse of statistical significance,
112–13
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Craig, Allen T., Fisherian at University
of Iowa, 143

Craig, Ben, exemplary article in eco-
nomics, 90. See also beta

creationist philosophy of inference es-
poused by neo-Darwinian, 239, 240

crescendo of an article: defined, 41,
69; use to measure misuse of statis-
tical significance, 72

cricket example of Hardy’s disdain for
applied mathematics, 209–10

cuckoo, article on the bird, peculiar
habits of, misusing statistical signifi-
cance in inaugural volume of Bio-
metrika, 203–6. See also Pearson,
Karl; sizeless stare

Cullenberg, Stephen, inspired book,
xix. See also bee

cult of p: at Centers for Disease Con-
trol, 9–10; at Federal Reserve Board
of Governors, 9–10; at major phar-
maceutical companies, 9–10

Cummings, G.: mild critique of find-
ings, 172–73; misuse of statistical
significance in epidemiology becom-
ing worse despite Rothman, 170–74

Cummings, Geoff. See Fidler

Darby, Michael, misuse of statistical
significance, 72, 73

Darwin, Charles, recommends rule of
three, in arithmetic and in standard
errors, 26, 57

Darwin, Leonard, son of Charles,
helps Fisher through a rough patch,
260n6 (chapter 18)

Davenport, C. P., leading American
eugenicist, cofounder of Bio-
metrika, 198

David, Florence N.: compares Gosset’s
character to Gower Street crowd,
211; feminist statistician and histo-
rian, in Biometrika and Gower
Street, in UC-Riverside, 199; See
also bee; beta; Press

Davis, Lance, misuses statistical sig-
nificance, 65, 72, 73

Davis, Miles, a sound you want to
hear even through crackling distor-
tion or lack of statistical signifi-
cance, 24

Dawkins, Richard: compares cuckoo
imposition to arms race, 203, 204;
says Fisher is greatest successor of
Darwin, xiii

death rates, discussed, 134, 137, 155,
181, 200, 201; Fisher ignores, 223,
226

Decision Sciences, management jour-
nal misuses statistical significance,
goes into the crisis, 39, 41, 118–19

de Finetti, Bruno: economic approach
to the logic of uncertainty, 10, 57,
98; great Italian statistician and
economist, collaborator of Savage,
doubter of statistical significance, 2,
98, 111; ignored, 113, 146; opposes
“objective” method of Fisher and
Karl Pearson, 195

DeGroot, Morris, Bayesian doubter of
statistical significance, 2, 47;
beloved teacher of Nobel laureates
in economics, 106; correct use of
statistical significance, 106, 107;
Roosevelt University alumnus, 106;
thinks Fisher invented and com-
puted t tables, 230. See also
 Markatou

Deming, W. Edwards: biases, e.g., of
the auspices, 7; doubter of statisti-
cal significance, 2, 21, 39, 57, 58,
106, 115–17; Fisher opposes his
economic approach, 144–45; on
Gosset’s character, 209; his theory
tested by business faculty using
Fisherian methods, 117–19; recom-
mends pragmatic testing, Bayesian
degrees of belief, 115–17, 185, 241;
statistical significance not rational
basis for action, 27, 115, 241;
trained in physics, 239; unaware of
Gosset’s authorship of table of t,
231; warns physicist of Fisher visit
to Berkeley, 222
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depression, how the standard error
fails to properly treat, 33, 34, 40,
177, 178, 192, 193

Design of Experiments, The: argu-
ments of book steeped in test, 46;
fails to acknowledge free tuition
from, differences with, Gosset, 218;
Fisher’s second masterpiece of testi-
mation, 216, 218, 232; Hotelling
reviews repeatedly, 231; “lady tast-
ing tea” example of Student’s test,
225. See also balanced design of
 experiments

detective example of backward Fisher-
ian procedure, 160

Dewey, John: critical thinking against
statistical significance, 37; meaning-
lessness of “whether” in, 6; practi-
cal significance and, 1; pragmatic
criterion for statistics, 11–12. See
also beta

Diageo (Guinness Archives, Dublin),
acknowledged, xxii

diet-pill example, 23–25; criticized,
42–56

Dillard, Annie: cataract example, 61;
technique attractive for no good
reason, 74

Douglass, Thomas J., misuses statisti-
cal significance on Deming model,
118

drug war, illogical statistical analysis
behind, 37–40, 177–78

DuBois, W. E. B.: example of one kind
of misallocated exemplary econo-
mist, 240; example of prestige of
German graduate study, 194. See
also wasp

Duhem-Quine critique of falsification,
150–53

Dunlap, Jack, Stanford psychometri-
cian, unaware of Gosset’s author-
ship of table of t, 231

earth is round (p � .05) example of
standard error, 156

econometrics: asterisk, 70; broken,

xviii; Cowles Commission, role in
spreading misuse of statistical sig-
nificance, 112–13; errors of, “sign
econometrics,” a few textbooks get
it right, 110–11; overemphasis in
graduate curriculum, 128; reinforce
misuse of statistical significance,
106–10; sign, 70; sign, prevalence
in 1990s, 85

economic approach: adopted by Sav-
age and Zellner, 144; de Finetti the-
orizes, 98; Fisher against, 59, 216;
Fisher claims Gosset’s failure in,
216, 218; logic of uncertainty clari-
fied by the, Gosset invents in small
samples, 1, 46, 144; neglected in
economics discipline, 144. See also
de Finetti; Gosset; Letters of Stu-
dent; loss function; oomph

economic history: misuse of statistical
significance lower in, 90; some
practitioners of, misuse statistical
significance, 64–65

economics: economists who get it,
111; “exemplary” to “very poor”
uses of statistical significance, listed
by name, 91; a few textbooks get it
right, 110–11; Hoover and Siegler
do not measure, merely complain,
66; measuring prevalence of statisti-
cal significance in, 66–73; misuse of
statistical significance in, statistical
significance as sole criterion wors-
ening, 88; textbooks in economet-
rics reinforce misuse of statistical
significance, 106–10

Eddington, Arthur: believes existence
questions are scientific, 49; great
Cambridge scientist, teacher of Jef-
freys, 48

Edgeworth, Francis Ysidro: names
statistical significance, 14; opposes
misuse of statistical significance, 2,
38, 112, 187–92; ; pluralism in test-
ing, 193; trade among wasps, table,
190; uses “significance” ambigu-
ously, 191
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Educational and Psychological Meas-
urement: attempted reform by
Thompson, 129; misuses statistical
significance, 37, 41

educational psychology, misuse of sta-
tistical significance in, 37, 41, 128,
129, 148. See also psychology, mis-
use of statistical significance in;
Thompson, Bruce

Edwards, Allen, psychologist, great-
grandstudent of Fisher, 143

Efron, Bradley, hodgepodge in statisti-
cal teaching, 146; laments loss of
Fisher, 247

Einstein, Albert, reads Pearson’s
Grammar of Science, 196

Einstein light-bending example, 48–49
Elifson, Kirk, extreme case of misuse

of statistical significance in, 177–78
Elliott, Graham: agrees with authors,

backslides into defense of statistical
significance as model selector, 48;
defends as merely stylistic, 49–50

Emerson, J. D., measures misuse of
statistical significance in medicine,
162–63

emotional intelligence, Fisher and his:
analogized by: Hayek, 197, 198,
206; Polanyi, 193; questioned by:
Bellow, 124, 141; Cohen, 156–58;
David, Florence, 210–11; Deming
and Birge, 221, 222; de Finetti, 98;
Fisher’s daughter, 220, 221;
Gigerenzer, 261; Jeffreys and
 Zellner, 221; Kruskal, 264, 265; 
lab assistant, 221; Meehl, 124, 141;
Oppenheimer, 222; Neyman, 145,
146; Rozeboom, 270; Savage, 145,
146; wife, 220. See also alpha; 
�-epistemology; sizeless stare

emperor-wears-no-clothes example of
the standard error, 74

Enghom, G., exemplary statistical epi-
demiological study of cancer, 173

engineering, uses confidence intervals,
85; uses oomph, 5, 70, 113, 239

environmental science, standard

 errors of, ix, 20, 58, 166. See also
animal science; bee; Food and Drug
Administration; wasp; whale

Epidemiology: decline after Rothman,
170, 171, 174; Rothman founded,
raised standards in use of statistical
significance in, 167

epidemiology: Berger study of misuse
of p values in, 168; defense of the
standard error by Fleiss, 168;
 Rothman’s revolt against testima-
tion, 165–75; oomph should be
used in, 20; testimation running
rampant in, 36, 41, 71, 72–73, 116,
151, 161–62

Epidemiology and Infection, misuses
statistical significance, 36

Error of the First Kind. See statistical
significance

Error of the Second Kind. See Cohen;
de Finetti; DeGroot; Friedman;
Gigerenzer; Gosset; Hacking;
Horowitz; Howson;  Jeffreys;
Kruskal; Markatou; Mayo;
Mosteller; Neyman; Pearson, Egon;
power; Rossi; Rothman; Savage;
Savin; Shiller; Solow; Urbach;
Würtz; Zellner. See also bee; beta

Error of the Third Kind, Type III
error, minimization of, 246

eugenics: Fisher gets Galton chair in,
219; Fisher opposes poor relief on
basis of, 199; Fisher on “racial
 repair,” 259; Karl Pearson opposes
Jewish migration on basis of, 199;
pioneering of by Galton, Karl
 Pearson, and Fisher, 195, 198–99

Exorcist example of overdiagnosis of
schizophrenia, 157–58

eyes, bad, every statistician named in
this book has; authors of this book
have, passim

fallacy of the transposed conditional:
vs. fallacy of misplaced concrete-
ness, 73; Fisher test of significance
exhibits, 17, 39, 41, 59; vs. modus 
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fallacy of the transposed conditional
(continued)
tollens, 150–53; produces incorrect
posterior odds of getting hanged,
getting cholera, or being schizo-
phrenic, 155–63; significance testers
should stop doing it, 245

falsification: critique by children of
Kuhn, 152; falsified, 149–53

Fechner, Gustav, pioneers statistics in
experimental psychology, 141

Felson, D. T., measures misuse of sta-
tistical significance in medicine, 163

feminist economists, get it, xix, 170,
171

Feyerabend, Paul, pluralist method
against Popper, 153, 260n5 (chap-
ter 16)

Feynman, Richard: attacks mere exis-
tence of effect, 50–51; Bayesian,
152; Nobel prize physicist, doubter
of statistical significance, 2

Fidler, Fiona: epidemiology worse de-
spite Rothman, 170–74; leads team
study of statistical significance in
psychology and medicine, 125, 129;
mild critique of findings of, 172–73;
uses questionnaire on articles, 66;
notes absence of reasoned response,
169

finance, papers on often do not report
power, 69–70; test irrelevant hy-
potheses, 76

Finch, S. See Fidler
Fisher, Arne, Dutch statistician makes

merry of Fisher’s disciples, 235
Fisher, Irving, American economist,

statistician, and eugenicist, 324
Fisher, Ronald Aylmer: advocates first-

hand histories of science, vii, 21;
 career: 219, 220; gets Galton chair
in eugenics, 219; influenced by
Pearson’s Grammar of Assent, 197;
learns from Gosset, 208; opposes
poor relief on basis of eugenics,
199; urged by Gosset to oomph,
59–60

Fisher, Ronald Aylmer, character: as
wasp, 214–26, 227; steals t table
from Gosset, 227–32; scientific
racism of, 195; summary of Fisher’s
fraud, 232, xvi–xvii; unpublished
acknowledgment of Gosset’s owner-
ship of the t tables and test, 262n13

Fisher, Ronald Aylmer, critiques of his
procedures: proved wrong by
 Neyman-Pearson, 19; by Jeffreys, 8;
by Meehl, 128; randomized block
criticized by Gower Street crowd,
221; randomized block experimen-
tal design, criticized by Gosset, 
213, 215–16, 217; wrong on basic
point, xv

Fisher, Ronald Aylmer, influence: dis-
ciples of, 45; The Design of Experi-
ments, 216; his criterion encourages
fraud, 29–30; persistence of influ-
ence, xvi; Statistical Methods for
Research Workers, 216; why con-
tinued, age of neopositivism, 149–
50; why continued, ignores Duhem
critique, 151

Fisher, Ronald Aylmer, procedures:
commits fallacy of transposed con-
ditional, 17; imposes “whether”
test, 5; influential books advocating
statistical significance by itself, 14;
opposes Bayes’s rule, 158, 159;
 opposes economic approach, 218–
19; opposes power, 69, 132, 133,
144; recommends sizeless science,
25; recommends statistical signifi-
cance to raise social sciences to sci-
ence, 141; statements of his 5 per-
cent philosophy, 45–46

Fisher, Ronald Aylmer, response to
critics: attacks on Neyman, 15; in
fear, disingenuously backs away
from Rule of Two, 59; identifies
Deming with Wall Street, 144–45;
identifies Neyman-Pearson with
Communism, 144–45; puzzled by
Deming, 115; rejects Gosset’s advice
on real error, 46
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five percent philosophy, Fisher’s inven-
tion of. See Rule of Two

Fleiss, J. L., shows significant anxiety
in letter to Rothman, 168

folk hero of guinnessometrics, xv, 211
Food and Drug Administration, mis-

uses statistical significance, 166
forensic science, misuse of statistical

significance in, 37–38
Fraley, Chris, exemplary course on

statistics in psychology, 128
fraud in science, encouraged by mis-

use of statistical significance, 28–
31, 31–32

Fredendall, Lawrence D., misuses sta-
tistical significance in test of Dem-
ing model, 118

Freedman, David: doubter of statisti-
cal significance, 2; exemplary teach-
ing, 246; opposes psychologist
Melton and statistical significance,
126; rare text to grasp statistical
significance, 110

Freiman, Jennie A., et al.: note power
ignored, cost in lives lost in medi-
cine, 178–81; study negative clinical
trials, 165

Freire, Paulo, critical thinking against
statistical significance, 37

Frenkel, Jacob, misuses statistical sig-
nificance in study of purchasing
power parity, 97

Freudianism, analogy with Fisherian-
ism, 241

Friedman, Milton: advocates Bayes’s
rule and economic approach,
263n20; doubter of statistical sig-
nificance, 2; major statistician, 93;
metallurgic example of real signifi-
cance, 93–94; originally follower of
Hotelling, 234–35. See also bee;
beta

Frisch, Max, Homo ludens, gaming
man, 148

Frisch, Ragnar, got it, 111, 114
F test (Floccinaucinihilipilification

test, Fisher-significance an example

of), back matter. [We thank F.Z. for
supplying the perfect word.]

Furlong, Gillian, UCL Special Collec-
tions, archivist acknowledged, xxi

Gabor, Andrea, journalist who gets it,
239

Galton, Francis: cofounder of Bio-
metrika, 197; Darwin’s first cousin,
26; ignores power, 201; invents bio-
metrics, regression, correlation, 5;
mechanical philosophy of, influ-
ences Pearson, 194, 195; misleads
Pearson into sizeless stare, 201; sci-
entific racism in, 195; test of effi-
cacy of prayer, 47; uses statistical
significance in biology, 3, 14

Gardner, Howard, psychological ideas
not from statistics, 148

Gaudry, Marc, editorial declaration
against misuse of statistical signifi-
cance in economics, 168

Genberg-Zecher criterion of oomph in
purchasing power parity, 96

Gigerenzer, Gerd, and collaborators:
criticize hodgepodge in statistical
teaching, 146; history and criticism
of probability and statistics, voice
for oomph, 125; on Fisherian meth-
ods in psychology by 1950, 143;
miss chance to explain the standard
error, 247; notes ideas do not come
from statistical tests in psychology,
147–48; notes paradox of Bayesian
theory/Fisherian procedure, 148–
49; opposes Melton, 126; reports
on leaving out of power in a text-
book, 144. See also bee; beta

Girshik, Martin, optimal economic
stopping rule is non-Fisherian, 145

glove-doesn’t-fit example of how the
standard error distorts judicial deci-
sions and appeals, 18

Goldberger, Arthur, height/weight ex-
ample of interpreting coefficients,
68; lone page on misuse of statisti-
cal significance in, 107
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Goldin, Claudia, exemplary article in
economics, 90, 120. See also bee;
beta

golf: Gosset’s clubs strange and anti-
quated, 211; how not to get a hole
in one in, 40

Good, I. J., Hardy-Turing collabora-
tor, great statistician, doubter of
statistical significance, 2, 111, 146,
241; neo-Bayesian, 17. See also
�-epistemology; Gosset

Goodman, Steven, on misuse of
 statistical significance in medicine,
163–64

Gordon, H. Scott, gets it, teaches it,
111

Gore fans, get on it, 2
Gosset, William Sealy (aka “Student”

of “Student’s” test of significance),
1876–1937, b. Canterbury, En-
gland: concerned about the world,
finally loses patience with Fisher,
262n5; corrects Fisher on signifi-
cance of children’s milk, 224–25;
criticizes Fisher on random experi-
mental design, “use correlated mate-
rial,” get a “low real error,” “can’t
unscramble a scrambled egg,” 210,
213, 215–16, 217, 218; criticizes
Fisher on statistical significance,
216; Oxford-trained chemist, exper-
imental brewer, inventor, and self-
trained statistician, agronomer, and
designer of experiments, a bee, rela-
tions with Fisher: t table stolen by
Fisher, 227–32; summary of Fisher’s
fraud, xvi–xvii, 232; urges Fisher to
oomph and �-epistemology, 59–60

Gosset, William Sealy, career: 18, viii;
in Biometrika and Gower Street,
199; book draft of 1910 on design
of experiments accidentally de-
stroyed, 262n9; as businessman,
xvii; learned from Airy’s theory of
errors, 84; sabbatical year in Lon-
don with Karl Pearson, 201. See
also Guinness

Gosset, William Sealy, character: 209,
211–12; amiability, 21; humility,
212; photo of, frontispiece; origin
of pseudonym “Student,” 212–13;
remembers “kurtosis” drawing,
212. See also bee

Gosset, William Sealy, scientific con-
tributions: correct design of experi-
ments, 89; economic approach to
logic of uncertainty taken by, 147;
explains power to Egon Pearson,
133; improve experimental design
rather than seek significance, anal-
ogy with Rossi’s recommendations,
139; invents alternatives to null,
188; invents Monte Carlo methods,
210; life-long Bayesian, 152, 158–
59; neglected in hundreds of �-epis-
temology textbooks, 230–32; op-
poses misuse of statistical
significance, 2, 38; oomph and, 15–
16, 43; originality of, xvii, 3; pio-
neering article on small sample dis-
tributions and tests of significance,
215; on real error, 16, 24, 117, 245;
summary of role in history of statis-
tics, xv; warns of ease of calculation
of measures of fit, 21. See also beta;
�-epistemology

Gottfredson, Linda S., falsificationism
used in IQ study, 149

Gower Street, University College Lon-
don: center for British statistics,
219; characteristics of, Gosset’s re-
lation to, 194–99; giants of statis-
tics hold forth at, 199

Grammar of Science: influences Ein-
stein, Neyman, Jeffreys, Henry
Adams, 196; Pearson’s blockbuster,
195–96; replies to Newman’s
Grammar of Assent, 196

Granger, Clive, Nobel laureate: back-
slides as merely stylistic, 49–50;
commends Goldberger for his lone
page discussing economic vs. exclu-
sively statistical significance, 107;
defends statistical significance as
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model selector, 48; doubter of sta-
tistical significance, 2; and Elliott,
agree on the main point, agree
about giving units of measurement,
67. See also bee; beta

Grant, David, psychologist, great-
grand-student of Fisher, 143

Green, Paul, political scientist gets it:
acknowledged, xxii; compares
 testimators with British old left,
contrasts with Chicago victors, 
250

Greene, Clinton, gets it in macro time
series, 111

Greenspan, Alan, usefulness of
Bayesian theory in, 262

Greenwood, Major, medical statistics
in Biometrika and Gower Street,
199

Griliches, Zvi, comments on early Mc-
Closkey, xx; did not get it, 111–12;
as editor of Handbook of Econo-
metrics, mentions misuse of statisti-
cal significance once, 107

Grossman, Michael, misuses statistical
significance, 27–28, 90, 92, 103–5

Guilford, J. P., statistical significance
in educational research, 143

Guinness, Son and Ltd. (Diageo):
 acknowledged, xxi, xxii; Gosset as
experimental brewer at, 3; Gosset’s
discovery of small sample econo-
metric problem at, 3, 18, 19, 30,
206, 208; Gosset as Head Brewer
and Head Statistician of, 18, 218;
Gosset invents non-random, bal-
anced design of experiments at,
216; importance of oomph at
largest brewery, 3; Gosset research
on t-table, t-test, and “Probable
Error of a Mean” article subsidized
by, 201, 231; working conditions
for scientists at, 255n2

guinnessometrics, 113. See also Ziliak
2008a, 287

Gustafson, Eric, explains the point to
McCloskey, xx

Haavelmo, Trygve: econometric clas-
sic spreads misuse of statistical sig-
nificance, 113; personal Bayesian
caves to probabilistic consensus,
112, 113, 115, 239; unfavorably
 reviewed by E. O. Wilson, 84

Hacking, Ian: books on logic of uncer-
tainty, 273; Pearson longing to tame
chance, 195

Hackett, Clare, Guinness (Diageo),
archivist acknowledged, xxii

haiku, against misuse of statistical sig-
nificance, 36, 39, 40, 87, 226

Hall, G. Stanley, evolutionary psy-
chologist’s use of transposed condi-
tional to claim women inferior, first
president of American Psychologi-
cal Association, 160

Hamermesh, Daniel: backslides, 71;
backslides with Biddle, 92; exem-
plary discussion of size of coeffi-
cients, 70, 78; exemplary study of
oomph in labor economics, 254.
See also bee; beta

Hanging Man, Bellow novel, quoted,
141

hanging-man example of fallacy of
transposed conditional, 17, 155

Harberger Triangle calculations, as
simulations checking magnitudes, 82

hardboiled-dom, the partly inherited,
141

Hardy, G. H., Gosset classmate and
friend, 209–10

Hayek, Friedrich A., against scien-
tism, against testimation, 22, 197

heart-attack example of cost of stan-
dard error, 28–30, 179

Heckman, James, Nobel laureate gets
it but will not teach it, 111

Hegel Number, humanists can count
their, 142

height/weight example of interpreting
coefficients, Goldberger exposition
of, 68

Hendricks, Kenneth, sign economet-
rics, 85–86
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Hendry, David: acknowledged, xx;
eminent econometrician, historian,
and critic of nonsense in economet-
rics, 111, 112, 273; wonderful man,
adopts lexicocuckoographical ap-
proach to significance, 106. See also
bee; �-self

Henkel, Ramon: significance-test con-
troversy 1970, 171; sociologist
early to grasp oomph, 111

Heredity, journal founded in the
1940s by Fisher, scarcely uses the
test of significance, 45. See also
alpha

Herrnstein, Richard J., misuses statis-
tical significance in, 151

Hersh, Stefan, violinist and business-
man gets it, acknowledged, xxii, 25

Hick, W. E., warned off Neyman-
Pearson by Fisher, 235–36

high-school-reunion example of not
caring about hypothetically infi-
nitely repeated sample, 44

Hirshleifer, Jack: forced by editor to
insert Fisher tests of significance,
72, 248; inspired book, xix

Hoel, Paul G., textbook misuses
 statistical significance, 109–10

Hogg, Robert, Ziliak’s distinguished
teacher at Iowa, making Ziliak a
grand student of Fisher, 143

Hoover, Kevin: acknowledged, xix;
agrees on the main point but not
with the fact, 42, 80; doubts preva-
lence of statistical significance in
economics, 66; gives empirically
empty response to one hundred
years of evidence against statistical
significance, 168–69; ignores his-
tory of criticism against statistical
significance from Gosset to Zellner,
misreads Edgeworth, 191; noted
embarrassingly missing data in
 Ziliak and McCloskey article, 80.
Contrast Brancato, Kevin; Mayer,
Thomas

Horowitz, Joel, distinguished econo-

metrician and physicist: acknowl-
edged, xix; commented on book, xx;
claims misuse of statistical signifi-
cance in economics has declined, 79,
245; defends statistical significance
because existence important, 50–51;
economist attending to power, 69,
139; grasps flaws of statistical sig-
nificance, 50, 53; teaches economic
significance, 50; trained in physics,
50, 239. See also bee; beta

horse-race example of the standard
error, a difference that doesn’t
 matter, 2

hot-dog example of the standard
error, a difference that does matter,
10, 11

Hotelling, Harold: alpha-Hotelling
against his �-self, 234; background,
93, 112; and depression-era code of
the tough boy, 141; Hotelling’s teas,
234; influence on psychological sta-
tistics, 142–43; main U. S. cause of
Fisher enthusiasm, 45, 112, 233–
37; teetotaler, 263n18, n19 (chapter
22); unaware apparently of Gosset’s
authorship of table of t, 231–32.
See also alpha; Mahalanobis

Housman, A. E., the application of
thought to statistical methods, 21

Howie, David, historian of statistics,
physicist, on frequentist statistics in
early psychology, 141. See also bee;
beta

Howson, Colin, believes Fisherian
methods are Gosset’s, xvii

Hubbard, R., notes early use of statis-
tical significance in psychology, 128

Huizinga, Johan, Homo ludens, gam-
ing man, 148

Humphreys, L. G., psychologist,
great-grandstudent of Fisher, 143

Hutchinson, J. B., disciple of Fisher in
Empire Cotton Growing Associa-
tion, 235

hypothetico-deductive model of sci-
ence, falsified, 150–53
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idiots-do-it-only defense of the stan-
dard error, 89

Illinois unemployment income ex-
ample of Fisher rule leading econo-
mists to neglect oomph-ful effects,
86–87, 98–99

inductive behavior, size matters/how
much, defined, 4. See also beta; 
�-epistemology; Gosset; Jeffreys;
Neyman; Savage

inductive inference, whether theology,
existence mathematics, defined, 4.
See also alpha; �-epistemology;
Fisher; sizeless stare of statistical
significance

infectious disease research, misuse of
statistical significance in, 161–62

inflation, how the standard error
 contributes to misdiagnosis of, 34,
94–97

International Committee of Medical
Journal Editors: pressure on by
Rothman, 176; recommend confi-
dence intervals, 171

interocular trauma, a useful detection
method for oomph, 72

Intriligator, Michael, as editor Hand-
book of Econometrics, mentions
misuse of statistical significance
once, 107

Iowa School of statistics, 143, 198

James, G. S., Fisher’s letters to attack-
ing Neyman-Pearson, 232–33

James, William: degrees of belief, 11;
real hypotheses tempt the will, 57

Jeffreys, Harold, Plumian Professor of
Astronomy and Experimental Phi-
losophy, Cambridge: criticizes Ein-
stein light-bending experiment, 49;
devastating critique of Fisher signif-
icance, 2, 8, 160, 167; his sweet
method contrasted against statisti-
cal significance, 140; oomph, 63;
opposes Popper, 151; on Russell’s
inability to understand experimen-
tal confirmation, 154; student of

Arthur Eddington, humble and ex-
perimental character of, main heir
of Gosset, 84, 211–12. See also
Zellner; Ziliak

Jeffreys’s d, minimum important effect
size, 250. See also beta; net pecu-
niary difference; oomph

Jensen, O. M., exemplary statistical
epidemiological study of cancer,
173

Johnson, Eric, prostate cancer trials
meta-study, 184–86

Johnson, Palmer, breaks with Fisher,
143

Johnston, John, misuses statistical sig-
nificance, 107; extended example,
108–9

Journal of Abnormal and Social Psy-
chology: misuse of statistical signifi-
cance in, by Cohen 135–37; by
Sedlmeir and Gegerenzer, 137

Journal of Clinical Psychiatry, misuse
of statistical significance, 33–34

Journal of Educational Psychology,
misuse of statistical significance in,
148

Journal of the American Medical As-
sociation, misuse of statistical sig-
nificance in, 165, 248

justice, obstructed by misuse of
 statistical significance, ix, 18, 28–
31, 58

kangaroos, Student’s love for, 212
Kelley, Harold, Fisherian theory of

psychology, 149
Kendall, M. C., singular text attrib-

utes t table correctly to Gosset, 231.
See also Yule

Kendall, Philip, tries to introduce clin-
ical significance into psychology
journal, 130

Keuzenkamp, Hugo, gets it, but wor-
ried about rhetoric, 111

Keynes, John Maynard, economist
concerned with statistical theory,
xvii
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Kinsey, Alfred, variability in insects
applied to humans, 188

Klein, Daniel, inspired book, xix, at
Econ Journal Watch oomph is the
word, 171

Klein, Hugh, extreme case of misuse
of statistical significance in, 177–78

Klein, Lawrence, Nobel laureate in-
troduces mechanical test of signifi-
cance at behest of Samuelson, 114

Kmenta, Jan, misuses statistical signif-
icance, 107

Koopmans, Tjalling, Nobel laureate
forces consensus at Cowles around
Fisher’s statistical values, 113

Kravis, Irving, misuses statistical sig-
nificance in study of purchasing
power parity, 95–96

Kreuger, Alan B., excellent labor econ-
omist misuses statistical significance
in study of minimum wage, 92,
101–3

Krugman, Paul, misuses statistical sig-
nificance in study of purchasing
power parity, 97

Kruskal, William: life of substantive
significance, xxiii; doubter of statisti-
cal significance, 2; example of short
statistician, 54; on publication bias,
85; recommends study of unpub-
lished articles, 45; scolds Bradburn
over misuse of statistical significance,
123–24; statistical significance as ob-
fuscation, 105; why statistical signif-
icance persists, cheap way to pub-
lish, 112. See also bee; beta

kudzu, statistical significance as, 237
Kuebler, Roy R., power ignored, cost

in lives lost in medicine, 178–81
Kuhn, Thomas, children of, critique

falsification, 152. See also
�-epistemology

kurtosis, Gosset illustrates, 212

labor economics, exemplary practice,
45

lady tasting tea. See tea

lamppost joke about pointless uses of
statistical significance, 55

Lancaster, Tony, advanced study of
Bayesian oomph, but misuses signif-
icance, 254

Lancet, misuse of statistical signifi-
cance in, 166, 181, 248

Lang, Janet, epidemiologist: editorial
declaration in Epidemiology against
statistical significance, 167–68; gets
it, 111

Lange, Oskar, good introduction to
statistics in economics, 253

Laplace, Pierre-Simon, uses statistical
significance in astronomy, 3, 193

Laslett, Barbara, macho character of
sociology after 1920, 141

Latter, Oswald, writing on cuckoos in
inaugural volume of Biometrika,
203–6

law, statistical significance, gross mis-
use of in, xvii, 18, 31

lawn-mower joke about fallacy of
transposed conditional, 156

Law of Error at the Brewery, Applica-
tion of, Gosset report of 1904, eco-
nomic significance of small sample
odds of observing a difference be-
tween malts, 3, 30. See also Prob-
able Error of a Mean

Lawson, Tony, Cambridge economist
and philosopher, acknowledged,
gets it but is forced to teach Fisher,
xix. See also bee; �-epistemology

Leamer, Edward: advanced study of
Bayesian oomph in economics, 254;
�-Leamer, 60; Bayesian with Zell-
ner, 119; critic of objectivity of
power, 132, 135; doubter of statisti-
cal significance, 2; extreme bounds
analysis, 26, 139, 249; oomph
economist, 111; early encourage-
ment of McCloskey, xx; inspired
book, xix; only contributor to
Handbook of Econometrics to
doubt statistical significance, 107;
oomph statistician, 60; pragmatic
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criterion of truth, 135; pragmatic
and rhetorical standard of oomph,
52; substantive test of spoon-fork
difference, 53. See also bee; beta

Lee, Alice, noted statistician in Bio-
metrika and Gower Street, 199

Leeman, J., mild critique of findings,
172–73; misuse of statistical signifi-
cance in epidemiology becoming
worse despite Rothman, 170–74

Lehmann, Erich, distinguished statisti-
cian and teacher, heir to Jerzy Ney-
man, doubter of statistical signifi-
cance, 2, 8, 146, 241, 259n14
(chapter 13). See also beta

Lenth, Russell, Iowa statistician at-
tending to power, 69

Letters of Student, the most important
of the: to Fisher: Fisher’s free tuition
on many subjects of science and sta-
tistics is partially documented in
about one hundred and fifty surviv-
ing letters between Gosset and
Fisher, 208, 214, 217, 226, passim;
to Egon Pearson: Gosset gives
power, non-normality, and real
error in, 18, 19, 20, 214, 217, 245
(and also read the letter of 1937 if
nothing else), 256n19; to Karl Pear-
son: (around forty letters survive
between Gosset and Karl Pearson),
3, 18 (read the letter of 1905 if
nothing else), 19, 158, 209, 210; to
Yule: 208

letters to authors warning about testi-
mation and the sizeless error, 122,
167–70

Levy, David M., eugenics in econom-
ics, 256n5

libertarians get it, xix, 171
Lindley, Dennis, successor to Egon

Pearson at University College Lon-
don: doubter of statistical signifi-
cance, 2, 140, 146, 151–52, 241;
on Jeffrey’s criticisms of Popper,
151; pioneering neo-Bayesian, 17.
See also bee; beta

Lindquist, E. F., Iowa grandstudent of
Fisher, 143

Lipsey, Richard, misuses statistical sig-
nificance in study of purchasing
power parity, 95–96

Lisse, Jeffrey: lead author of erroneous
Vioxx study, didn’t write it, 28; pre-
tended to power, 134; uses statistical
significance mechanically, 29

Loftus, Geoffrey, tries to introduce
confidence intervals into psychology
journal, 130

logic-course example of transposed
conditional, 155–56

logic of uncertainty. See economic
 approach

loss function: Arrow, Blackwell, Gir-
shick use for optimal stopping rule,
145; crime-investigation example of
reversed probabilities, 11; the essen-
tial, 8, 15–16, 18–19, 20, 52, 66, 68,
245; Fisher disdains, 59, 119, 144,
226, 235; has been mislaid, 27, 146;
Hirschleifer used and grasped, 248;
hot-dog example of foolishness of ig-
noring, 10–11; Karl Pearson misses,
200–201; mislaid even in economics,
78; not fully used in studies of
power, 133; oomph against precision
depends on, 25; used in Gosset, 43,
147; used in Neyman and Pearson,
43; Woold ridge recommends, 87.
See also also economic approach;
Error of the Third Kind; oomph;
power; Type II error

lottery-ticket example of the sizeless
stare, 10

Lucas, Robert, misuses statistical sig-
nificance in study of rational expec-
tations, 108

lunatic asylum, 217
Lupton, Stanley, chemist, book on

theory of errors teaches Gosset, 84

Mackenzie, Donald, values Gosset,
xvi; misses chance to lay out
Fisher’s error, 247
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magic squares, 246
Magnus, Jan, gets it, 111
Mahalanobis, P. C., Indian disciple of

Fisher, chief cause of spread in Asia,
England, 45, 235

management science: correct use of
statistics in, 116; misuse of statisti-
cal significance in, 39, 117–19;
 statistical significance in, 115–19

Mandelbrot, Maurice, doubter of
 statistical significance, 2

marine biology, 58
Markatou, Marianthi: teaches power

and Bayes’s theorem to Ziliak, uses
DeGroot text, 62; statistician at-
tending to power, 69

Marxist economists, get it, xix, 170,
171

mathematics, Gosset says the most im-
portant difference between he and
Fisher is not, 214; Gossets’s first-
class degree at Oxford in, 84, 209;
secondary to Gosset’s economic-
 experimental approach to minimiz-
ing real error, 18, 210, 245; values
are not the same as scientific or eco-
nomic or experimental values, 6, 7.
Compare and contrast alpha; beta

Mather, Kenneth, makes with Yates in
Fisher obituary attack on statistical
significance in Fisher’s classic
books, 236

maximum likelihood, 116; Fisher’s
campaign for, 159; invented by
Edgeworth, 214; as transposed con-
ditional, 17

Mayer, Thomas, finds Hoover and
Siegler response to criticisms of sta-
tistical significance empty, 169; gets
it, 111

Mayo, Deborah, recommends hodge-
podge with Popper, 146–47; notes
Bayesian theory/Fisherian proce-
dure, 148

McCabe, George, good introduction
to statistics, 253

McMullen, Launce, Guinness brewer,

statistician, and friend: on Beaven,
246; on Gosset, 209, 211

McNemar, Quinn, psychologist,
Hotelling student, 142–43

Medawar, Peter, solves the problem of
sorites in biology, 54

medicine, misuse of statistical signifi-
cance in, 28–41, 58, 125; chapters
14, 15. See also Altman; Fidler;
Freiman; Goodman; Rothman;
Thompson

Meehl, Paul, psychologist-philosopher
of science-psychotherapist: con-
demns null hypothesis significance
testing, 130; criticizes Fisher’s pro-
cedures, 128–29; early critic of mis-
use of statistical significance, 57,
124; psychology “soft,” 140; thera-
peutically helped, sans statistical
significance, a “hardboiled” Saul
Bellow, 124, 141. See also bee; beta

Melton, A. W., spreads misuse of sta-
tistical significance in psychology,
125–26

Merck, drug company in trouble for
way of achieving statistical insignifi-
cance, 28–31

Merton, Robert K.: discusses bureau-
cratization of knowledge, 243;
picks up on trained incapacity, 239

metallurgical significance, difference
between fit and importance, break-
ing times of World War II jet en-
gines, Friedman’s example of real
significance, 93–94

Meyer, John R., econometric teacher
of McCloskey, 62

milk, Gosset reverses Fisher’s claims
against, 224, 225

Mill, John Stuart: ethical scientist
needs emotional life, 221; pluralism
in evidence, 193

minimum wage, Card and Kreuger’s
misuse statistical significance in
study of, 101–3

Mishkin, Frederick S., economist
mentions power, 69
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misplaced concreteness: fallacy of, in
Fisherian statistics, 22, 59; named
by Whitehead, Hayek, 22

Modernism, High, persistence of stan-
dard error in econometrics, archi-
tecture, race relations, and eco-
nomic planning, 243, 244

modulus, square root of two times 
the standard error, 188; used by
 Edgeworth, 190–91; used by
 Galton, 201; used by Gosset, 
255n3

Mohr, Lawrence B., recommends me-
chanical test, always against null of
zero, 68

Mom example of Oomph: Oomph de-
fended against Precision, 42–56; vs.
Precision, 23–25

Monaghan, Peter, journalist who gets
it, xix

Monte Carlo method, Gosset invents
in modern small sample context,
210

Mood, Alexander M., textbook mis-
uses statistical significance, 109

Moore, David S., past president of
American Statistical Association:
doubter of statistical significance, 2;
good introduction to statistics, 253;
with McCabe, rare text to grasp
statistical significance, 110. See also
bee; beta

Morgan, Mary, good history, misun-
derstands statistical significance,
113; 258n5 (chapter 10)

Morgenstern, Oskar: economics not
precise enough to spot small effects,
51; statistics of the economy, 254.
Compare Letters of Student to Egon
Pearson

Morrison, Denton, significance-test
controversy 1970, 171; sociologist
early to grasp oomph, 111

Mosteller, Frederick, chosen as referee
for JAMA, 166; doubter of statisti-
cal significance, 2; first to assess
power in social sciences, 134

mouse: crushed to death by Fisher’s
hand, 221; hundreds brought by
Fisher into Cambridge home, di-
vorce, 220

Murdoch, Iris, humility necessary for
good science, 60

Murphy, Kevin, misunderstands statis-
tical significance, 27–28, 90, 92,
103–5

Murray, Charles, misuses statistical
significance in The Bell Curve, 151

Museum of English Rural Life, Uni-
versity of Reading, acknowledged,
xxii

necessary, statistical significance not
necessary for substantive impor-
tance, Kruskal points out, 104

net pecuniary difference, Gosset’s min-
imum standard of oomph economi-
cally expressed, 18, 19, 20

New England Journal of Medicine,
misuse of statistical significance in,
35–36, 166

Newman, John Henry, Cardinal: Pear-
son’s Grammar of Science as reply
to Newman’s Grammar of Assent,
196; statistical power and, 133

Neyman, Jerzy: Berkeley professor
taught by Borel, anticipated by
Gosset, xvii; in Biometrika and
Gower Street, 199; civil rights ac-
tivist appalled by racism, 145;
doubter of statistical significance, 2;
Fisher attacks over permanent ap-
pointment, 219–20; Fisher forces 
�-Neyman to use Fisher’s �-text-
book, 219–20; Fisher regards as
eternal enemy, 143, 218–19, 233;
Florence David, attributes influence
on Neyman-Pearson to Gosset, 211;
inspired by Gosset, 19; opposes sta-
tistical significance, 9; pioneers con-
fidence intervals, 26; power in as-
tronomy, with Scott, 69; powerful
legacy in Scott, Le Cam, Lehmann,
and others, 2, 58, 146, 241, 
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Neyman, Jerzy (continued)
259n14 (chapter 13); pragmatic cri-
terion of belief, 11; recommends
power against Fisher in 1950s, 146;
says tests impossible without power,
219; struck by Pearson’s Grammar
of Science, 196; substantive signifi-
cance, without Fisher, would have
won over the masses, 240–41. See
also bee; beta; �-epistemology

Neyman-Pearson methods, over-
looked in ordinary statistical educa-
tion, 144, 146

niceness, Gosset’s “immovable foun-
dation of,” 211. See also bee; beta

Nietzsche, Friedrich, anxiety from
twilight of idols like statistical
 significance, xvi

Nightingale, Florence, early statisti-
cian and nurse statistician, measure
of oomph in numbers dead at sea
and at home, 33

Nilsson, J. E., recent study of misuse
of statistical significance in psychol-
ogy and educational research, 
129–30

Northwestern M.D. uses prior proba-
bility in emergency room, 159, 160.
Contrast fallacy of transposed
 conditional

nuclear-treatment example of reason-
able inference, 160

nursing, positivism and, 142

obesity example of pressing need for
prior probability, 159, 160

O’Brien, Anthony P., defends statisti-
cal significance as mere ceremony of
publication, 59

Officer, Lawrence, economist gets it,
xxii, 119

oomph, history of: advocated by
Bruce Thompson, 125; advocated
by Deming, 117; advocated by Jef-
freys, 63; advocated by McCloskey,
121; advocated by Schelling, 248;
denied by faculty advisors, 121;
Egon Pearson does grasp, 19; is the

word, 254; Karl Pearson doesn’t
grasp, 19, 200–202, 205; Kenneth
Burke and, 239; Gosset significance,
the porter test, wins the day, after
Fisher, 55, 221, 240–41; measured
by Edgeworth, 189; practiced by
Heckman but not taught, 248;
urged by Gosset, 15, 20

oomph, usage: Bowen and Mazzeo
exhibit in physical science, 254;
compared with precision, 23–27,
42–44, 48–49, 61; defined as prag-
matic importance, size, practical ef-
fect, expected loss of sticking to the
null, xvii, 12, 16, 18, 25, 43; disre-
garded in numerous sciences, 9, 41,
47 (see also individual sciences); in
economics, 34–35, 68, 74, 78, 82;
economists who do grasp, 99; econ-
omists who do not grasp, 89, 95,
102, 121; Feynman as advocate of,
50–51; in forensic science, 37; how
big is big, 6, 11, 98; in law, 18; loss
in scientific persuasiveness, 51; in
medicine, 29, 38, 40, 178–81; in
natural science and history, 24, 254;
not only monetary loss, 20; in
physics detected by interocular
trauma, 24, 72; power does not al-
ways achieve, 134; summary of
procedures for finding, 245, 249–50

Oort-cloud example, of oomph, 6
Oppenheimer, J. Robert, avoids Fisher

at Berkeley, 222
optimal stopping, article by Arrow,

Blackwell, and Girshik is anti-Fish-
erian, 145

Orcutt, Guy, econometric teacher of
McCloskey, 62

Ox-Bow Incident, the fallacy of the
transposed conditional in the, 155

painted-block example of Fisher’s
fury, 221

path dependence, way of naming ig-
norance about why statistical signif-
icance persists, 243

Pearson, Egon S., close friend and
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adopted student of Gosset, son of
Karl: and Adyanthaya, formalize
power in 1929; angers Fisher, 217;
in Biometrika and Gower Street,
199; doubter of statistical signifi-
cance, 2; expands on the theory of
power, initiates talks to Neyman,
19; Fisher contemptuous of, 219;
Florence David attributes influence
on Neyman-Pearson to Gosset, 211;
formalizes Type II error, 7; Gosset
explains power to, 133; Gosset reit-
erates low real error to, 20; Gosset
significance without Fisher would
have shown brightly through, 240–
41; less forceful than father but
more often correct, xv, 152; plans
book to tell of Gosset, 261n4
(chapter 20); returns to Bayes’s the-
orem, 159; told of alternatives to
null by Gosset, 188; values Gosset,
xvi. See also bee; beta

Pearson, Karl, great figure of English
language statistics before Fisher
 dethroned him (1918, 1922): art-sci-
ence conflict in, 194–95; Biometrika
regularizes applied statistics, 198–
99; brings mathematical statistics to
biometrics, 5; career, 194–202; es-
tablishes statistics as field, 197–98,
199; fair mindedness, 262n20;
forceful but wrong, xv; Gosset tries
in 1905 to persuade of pecuniary
advantage, 18–19, 147; life and
family, 194; like Whitehead in
knowing both art and science, 194

Pearson, Karl, scientific missteps: ac-
cepts Bayes’s rule only in classroom,
158–59; does not grasp oomph, 19;
does not understand small samples,
206; eugenicist, scientific racist,
195, 198–99; imposes Rule of
Three [standard deviations], 26;
makes statistical significance domi-
nant criterion, 14; neglects Gosset’s
t until very late, 206; methods in-
troduced to psychology, 142; Rule
of Three on study of cuckoos, 203–

6; statistics as objectivity, 195–97;
wide neopositivist influence of
Grammar of Science, 195–97. See
also alpha; �-epistemology

Pearson, Dr. Neyman, 65
Peart, Sandra, eugenics in economics,

256n5
pecuniary advantage, Gosset’s name

for loss function, 18, 19, 20
Peirce, C. S., abduction, 152
Pencavel, John: economist-editor who

got it a long time ago xix; exem-
plary article in economics, 90. See
also bee; beta

pharmacology, dangerous neglect of
oomph in, 28–36, 43, 182, 183

physics: scarce use of statistical signifi-
cance in, 84; training can stop sta-
tistical significance, 239

pig, swine, how the standard error
spreads bacteria and disease
through, 36, 53. See also salmonella

pill example [� weight loss] of oomph
against precision, 23–25; analogous
Napper-pill example, 132; criti-
cisms of example, 43–44

Pisani, Robert: exemplary teaching,
246; opposes Melton and statistical
significance, 126; rare text to grasp
statistical significance, 110

Plackett, R. L., edits Egon Pearson’s
notes on “Student,” xvi, 269

pluralist methodology in estimation
and testing: in economics in prac-
tice, 63; in Egon Pearson and Ney-
man and Press, 241; in Feynman
and Feyerabend, 153, 260n5 (chap-
ter 16); in Gosset, 241, 245; in
Spanos, 254; in Tinbergen, 113

Polanyi, Michael, Nobel laureate sees
through statistics to substance, 193

political science: misuse in, 139; pere-
stroika in, 170; voices against sta-
tistical significance in, 58

Poole, Charles, measures misuse of
statistical significance in American
Journal of Epidemoiology, 161–62,
170, 174
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Popper, Karl, falsificationism falsified,
149–53. Contrast �-epistemology

Porter, Robert, sign econometrics, 85
Porter, Theodore, historian: art-

 science conflict in Karl Pearson,
194–95; notes Pearson’s intrusive
editing of Biometrika, 203; Pearson
writes passion play, sturm und
drang, imitates Sorrows of Young
Werther, 194, 195

post-autistic movement in economics,
gets it, xix, 170, 171

posterior odds ratio test of economic
relevance (Porter test). See Gosset;
Guinness; Jeffreys’s d; real error

power: critiqued by Rothman, 60; di-
agram, 180; in economics, concern
of Zellner, Horowitz, Savin, Würtz,
139; Egon Pearson publishes on, 7;
first power function estimated in
1929 by Egon Pearson and Adyan-
thaya, 69; Fisher ignores, 69; intro-
duced by Gosset to Egon Pearson,
19, 133, 256n19; Karl Pearson
 ignores, 196; lack of in psychology,
131–39; Leamer and Savage doubt
its objectivity, 132, 135; neglecting
costs lives in medicine, 178–81;
Neyman recommends against Fisher
in 1950s, 146; Solow recommends,
120; some economists attend to, 69;
still largely ignored in 1990s, 80,
83; studies in articles by Sterling,
137; studies in articles by Cohen,
134–35; studies in articles by
Gigerenzer, 137; studies in articles
by Kruskal, 137; studies in articles
by Rossi, 137–39; “too compli-
cated,” 143–44. See also Savin

PPP. See purchasing power parity ex-
ample

pragmatism, peak of American, rec-
ommends oomph, 1, 6, 11, 52, 57,
151. See also also metallurgical sig-
nificance

Pratt, J., good introduction to statis-
tics, 253

precision: achieved at cost of unexam-
ined real error, 12–13; weak against
powerful Oomph, 23–27

Prener, Anne, exemplary statistical epi-
demiological study of cancer, 173

Press, S. James, distinguished
Bayesian, UC-Riverside: advanced
study of oomph, 253; affirming the
consequent normal, 152; doubter of
statistical significance, 2. See also
beta

principal-agent problem in cuckoos,
203. See also sizeless stare

prior probablility: Berger defends,
168; Feynman defends, 152; Fisher
campaigns against, 159; Gosset de-
fends, 158; Guinness’s experimental
brewers use routinely, Gosset uses
in second famous article of 1908,
158; Hirshleifer defends, 248; Jef-
freys defends, 146, passim; neg-
lected in studies of schizophrenia,
157, 158; neglected in study of or-
phaned lambs, 38; Zellner’s random
prior odds, 249. See also Bayesian
theory. Contrast testimation

probability: Fisher procedure miscal-
culates, 17, 154–86, 223, 224; as
law of thought, degree of belief, 14,
15; Ramsey, Keynes, Savage, Zell-
ner, Friedman, offer solution to in
economics, 263n20; sought by
 Pearson as solution to a spiritual or
economic problem, 194, 195, 199,
200. See also fallacy of the trans-
posed conditional

Probable Error of a Mean article, in-
troduces Gosset’s z (Student’s t),
232. See also Law of Error at the
Brewery

profits, what we lose in the bureaucra-
cies of science decided by the stan-
dard error, 2, 8, 18, 223–26, 240,
243, 253, passim

prostate cancer trials, example of
wrong decisions resulting from sta-
tistical significance, 184–86
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Pryor, Richard, comedian, “who are
you going to believe” example, 
251

psychiatry: dangerous misuse of statis-
tical significance in, 33–34, 35–36,
36–37; not attending to oomph in,
182–84. See also Cohen; Meehl;
Rossi

psychology, consulting, fancies itself a
science, 46, 130, 137–38

psychology: adopts Pearson-Fisher
methods in 1920s, 142; history of
great ideas to present not from sta-
tistics, 147–48; lack of power, 131–
39; misuse of statistical significance
in, 123–39

Publication Manual of the American
Psychological Association: minor
improvement in 2001, 170; recom-
mends misuse of statistical signifi-
cance, 124–25

public health. See epidemiology
purchasing power parity: example of

irrelevance of fit, 94–97; Genberg-
Zecher Criterion relevant, 96

puritan approach to the logic of
 uncertainty, 98

Purves, Roger: exemplary teaching,
246; opposes Melton and statistical
significance, 126; rare text to grasp
statistical significance, 110

quality control, how we are losing
control of it, 115–19

questionnaire of substantive signifi-
cance: applied to abnormal and
clinical psychology articles in Rossi,
136, 137; ; applied to Edgeworth’s
1885 “significance” article, 192;
applied to epidemiology articles in
Savitz, Tolo, and Poole, 161; ap-
plied to Epidemiology articles by
Ziliak and McCloskey, 173, 174;
applied to general education and
psychology articles in Vacha-Haas
et al., 129, 130; applied to medical
articles in Altman, 162, 163; ap-

plied to medical articles in Fidler et
al., 172; applied to medical articles
in Freiman et al., 178, 179; applied
to medical articles in Goodman,
163, 164; applied to psychology in
Cohen, 123; applied to psychology
in Sedlmeier and Gigerenzer, 271;
applied by Ziliak and McCloskey to
economics articles, 66–73; 1990s
tabulated scores by name of AER
publishing economists, 91–92. See
also prior probability

Quetelet, Adolphe, demographer,
early Belgian user of normal proba-
bility curve, 188

Quine, Willard, pragmatic criterion of
belief, 11

racism, scientific: Fisher gets Galton
chair in, 219; Fisher opposes poor
relief on basis of, 199; G. B. S.
Shaw, Richard T. Ely as, 199; 
Irving Fisher as, 234; Karl Pearson
opposes Jewish migration on 
basis of, 199; pioneered by 
Galton,  Pearson, and Fisher, 195,
198–99. See also black teenage
 unemployment

Radiology, journal rarely commits the
standard error, 45

Raiffa, Howard, doubter of statistical
significance, 2; good introduction to
statistics, 253. See also beta

randomization. See balanced (eco-
nomic) design

Rasmusson, J., disciple of Fisher in ge-
netics, 235

rational expectations, misuse of statis-
tical significance in Lucas and Sar-
gent, 108

real difference, against statistical sig-
nificance according to Lindley, 140

real error: Fisher suppresses, 232;
Gosset on, xii, xiii, 16, 20, 245–46;
vs. mere sampling error, 6, 16, 24,
242, 249, 255n6. See also loss func-
tion; oomph; variance
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real Type I error, Type I error reduced
by power, improving precision in
statistical control of real error, 
138

Reetz, Lance, recent study of misuse
of statistical significance in psy chol-
ogy and educational research, 
129–30

Reid, Constance, anecdotes on Fisher,
220–22

Reitz, Henry L., important Fisherian
at Iowa, 143

reliability of 1990s American Eco-
nomic Review, 90, table 9.3

Rennie, Drummond, editor whimsi-
cally content with the standard
 errors of medicine, 165

Richardson, J. D., misuses statistical
significance in study of purchasing
power parity, 96

road-rage example of importance of
small samples, 30

Roberts, Harry: doubter of statistical
significance, 2, 68; one should give
interpretable amount of effect, 68,
70; with Wallis, rare text to grasp
statistical significance, 58, 110, 246

Roche, Eibhlin, Guinness (Diageo),
archivist acknowledged, xxii. See
also bee; beta

Romer, Christina: exemplary discus-
sion of scientific conversation of
oomph, 71; exemplary discussion of
size of coefficients, 70, 78; misuses
statistical significance in economics
but does not emphasize it, 72

Rosenthal, Robert, critic of statistical
significance, served on Task Force
on Statistical Inference, 128

Ross, Dorothy, statistics spreads in so-
ciology in the 1920s, 141

Rossi, Joseph: crushingly persuasive
study of power in psychology; 123,
137–39, 174; opposes misuse of the
statistical significance, 58; real Type
I error, 249. See also beta

Rothman, Kenneth: critiques mechani-

cal use of power, 60; distinguished
epidemiologist and biometrician,
editor, doubter of statistical signifi-
cance, 2; editorial declaration in
Epidemiology against statistical sig-
nificance, 167, 168; exemplary
teaching, 246; good introduction to
statistics in medicine, 253; inspired
book, xix; revolts against statistical
significance epidemiology, 165–75;
pressures International Committee
of Medical Journal Editors, 176;
prostate cancer trials metastudy,
184–86. See also bee; beta

Rozeboom, William, statistical signifi-
cance causes bias in psychology,
160

Rule of Three, Pearson’s, 199–202; in
cuckoo article, 204–5

Rule of Two: Fisher recommends as
he steals t from Gosset, 228–29;
Fisher’s flat assertions of, 222–23;
one example of backtracking, 232

Russell, Bertrand, unable to under-
stand experimental confirmation,
154

Ryan, P. A., notes early use of statisti-
cal significance in psychology, 128

Sachs, Jeffrey, misuses statistical sig-
nificance in economics, 72

salience, basic to quantitative 
science, 6

salmonella: example of human cost to
the standard error, 181–82; ex-
ample of human cost and swineherd
cost, 36

sample size, small, the economic ori-
gin and meaning of, 3, 18, 19, 30.
See also Gosset; Guinness; Ziliak

Samuelson, Paul, Nobel laureate:
source of sign econometrics, 70,
103; source of sizeless stare of
econometrics, 114

Samuelsonianism, analogy with
 Fisherianism, 240

Sargent, Thomas, misuses statistical
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significance in study of rational
 expectations, 108

Sartre, Jean-Paul, impenetrability of
significance tester’s mind, 32; anxiety
over indefinite approximation, 47

Savage, Leonard “Jimmie,” great stat-
istician and distinguished econo-
mist: Bayesian follower of Neyman-
Pearson and Wald, 19; classic
article criticizing Fisher, 247; critic
of objectivity of power, 132, 135;
does not realize Gosset made and
owned table of t, xvii; on necessity
of making a judgment, 53; doubter
of statistical significance, 2; econo-
mist attending to power, 69; men-
tored by Friedman, 93; opposes
“whether,” 47–48; oomph and, 
43, 253; originally follower of
Hotelling, 234–35; pragmatic crite-
rion of action in statistics, 11, 15;
responds to Fisher’s anti-operations-
research attitudes, 145–46. See also
beta; Finetti, Bruno de

Savin, Eugene, econometrician: edu-
cates students about power and a
lack thereof, through humor, 131;
seeks power, 131, 139, 147. See
also bee; beta

Savitz, David A., measures misuse of
statistical significance in American
Journal of Epidemoiology, 161–62,
170, 174

Schelling, Thomas, Nobel laureate
against testimation, advocates
oomph in aspirin-taking example,
248, 258n3 (chapter 10)

schizophrenia, overdiagnosis of, as
consequence of statistical signifi-
cance, 17, 156–58

Schlaifer, R., good introduction to
 statistics, 253

science, small t-, 120
scientism, 244, 247
scientistic prejudice, 22
Scolnick, Edward, silenced at Merck

over Vioxx risk and benefits, 31

Scott, Elizabeth: with Neyman, power
in astronomy, 69; uses statistical
significance in astronomy, 3

Sedlmeier, P., study of power in the
Journal of Abnormal Psychology,
137

sequential sampling, Friedman pio-
neers, 93

sex, misuse of statistical significance
in the study of, 37–38

Shakespeare molecules example of
oomph, 98

Shewhart, Walter: in Biometrika and
Gower Street, 199; Fisher opposes
his economic approach, 144–45;
teacher of Deming, 115

Shiller, Robert, economist: attending
to power, 69; notes lack of power in
finance, 139

Shyrock, Richard, parts of medicine
free of misuse of statistical signifi-
cance, 175

Siegler, Mark: agrees with the main
point but not with the fact, 42, 80;
doubts prevalence of statistical sig-
nificance in economics, 66; empiri-
cally empty response to one hun-
dred years of evidence against
statistical significance, 168–69;
 ignores history of criticism from
Gosset to Zellner, misreads Edge-
worth, 191; noticed embarrassingly
missing observations in Ziliak and
McCloskey article, 80. See also
Hoover. Contrast Mayer; Brancato

signal-to-noise ratio, explained, analo-
gous to Fisher null procedure, 24

sign econometrics: defined, 12, 70;
Edgeworth warns against, 192;
 encouraged by Samuelson, 70, 103;
prevalence in 1990s, 85; used by
Becker, Grossman, and Murphy,
104; used by Bernham and Wantz,
103; Wooldridge, even, drifts into,
87

significance, the word: coined in 
1885 by Edgeworth, 187. See also
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significance, the word (continued)
statistical significance. See also par-
ticular scientific fields, e.g., econom-
ics, medicine, business, education,
pharmacology. Contrast economic
approach; oomph

silverware example of Oomph vs.
 Precision, 49, 53

simulation: used in engineering and
astronomy, 6; little used in general
interest economics, 81; used by
Gosset in 1908, 3, 210

six-inch hurdles jumped by statisti-
cians example of testimation, 134

sizeless science: defined, 5; introduced,
ix; International Committee of Med-
ical Journal Editors breaks with,
176; sizeless scientist, in Annie
 Dillard talking about cataract
 patients, 61; whether an effect
 exists, 25. See also Biometrika;
 bureaucracies of knowledge.

sizeless stare of statistical significance:
advocated by Fisher, 145; appears,
ix; economic historian engages in,
64; in inaugural issue of Bio-
metrika, 206; instanced, 27, 30, 32,
35; as lacking a loss function, 27;
looking at cuckoo with, 206; in
medicine, 161, 162, 173; mixed
with transposed conditional, 59;
most statistical workers adopt, 241;
not Bayesian to criticize, 119; per-
sistence of, 241, 248; in psychology,
123, 130, 137; Spanos even, 108

skulls, studied by Karl Pearson, given
by antiracist Boas to Galton Labo-
ratory, 199

Smith, Adam, on rhetorical danger of
indignation against statistical signif-
icance, 55–56. See also beta

Smith, G. Davey, critique of statistical
significance in epidemiology, 168

Smullyan, Raymond: logic-course ex-
ample of the fallacy of the trans-
posed conditional, 155–56; Ziliak
was a student when he used to

speak with the adorable genius,
professor, and comedian over lunch
at the now defunct Ladyman’s Café,
Bloomington, IN, early 1980s, 155–
56. See also bee

Smutniak, John, journalist who gets
it, xix

Snedecor, George: disciple of Fisher,
45–46; founds first U.S. department
of statistics at Iowa State, textbook
unaware of Gosset’s ownership of t,
143, 198

social economists, get it, xix, 170, 171
social psychology, misuse of statistical

significance in, 40
Social Science Research Council, early

pusher of statistical significance in
psychology, 142

social workers, positivism and, 142
sociology, macho appeal, 141
sociology, some early to grasp oomph,

111
Solon, Gary, exemplary study using

oomph, 52, 90, 100–101, 120. See
also bee; beta

Solow, Robert, Nobel laureate gets it,
111; recommends power, 120

Somerfield, Edward O. (“Mathetes”),
Gosset protégé, Guinness statisti-
cian: arms not strong enough to
compute the t distribution on Gos-
set’s Baby Triumphator, 227; Fisher
disclaims guilt for, 217; former
Fisher student, 213, 217

sorites, ancient problem of deciding
how big is big, 53–55. See also
Atkinson; Black; Jeffreys; Medawar;
Rothman

Spanos, Aris: acknowledged, xx; drifts
into misuse of statistical signifi-
cance, 107–8; econometric sophisti-
cation about Neyman-Pearson-
Jeffreys-Fisher, 254

Spearman, Charles, psychometrician,
IQ inventor, in Biometrika and
Gower Street, 199

specification error, xvii
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Spokoiny, Vladimir, economist attend-
ing to power, 69

Spooner, Dr. William Archer, Dean
and Warden (minus the spooner-
isms), a likely influence on Gosset
at New College, Oxford, 209

SPSS, as cause of popularity of sizeless
stare, 71, 241–42

SpSS, Gosset-approved Statement of
properties of Substantive Signifi-
cance, 249–50. See also beta; 
�-epistemology

standard error, the: geologist com-
pares with ancient green-sand for-
mation, neither “green” nor
“sand,” 238. See also alpha; 
�-epistemology; diet pill; Fisher;
statistical significance; testimation.
Contrast loss function; real error

Stanford University, center for Fisher-
ian methods 143

Statistical Methods for Research
Workers, Fisher’s first masterpiece
of testimation, advertising “Stu-
dent’s” test of significance, 216. See
also Design

statistical significance, correct and
limited use of: beware the fallacy of
the transposed conditional, 73,
155–58; discuss scientific conversa-
tion of oomph, 71; discuss size of
coefficients, 70; distinguish preci-
sion from oomph in the conclusion,
72–73; do not portray statistical
significance as decisive, 72; do not
use “significance” ambiguously, 73;
do not use in very large samples,
67; do something about power, 69;
give units of measurement, 67; in-
terpret the coefficients carefully, 68;
mention power, 69; rare textbooks
grasp, 110; refrain from asterisk
econometrics, 70; refrain from in-
cluding variables merely because
they are statistically significant, 71;
refrain from sign econometrics, 70;
refrain from tests when not rele-

vant, 68–69; refrain from using sta-
tistical significance after crescendo,
72; report coefficients in inter-
pretable form, 67–68; specify a
proper null, not always zero, 68;
use confidence intervals, 73; use
Gosset’s real error, 73; use as one of
many criteria of importance, 69;
use simulation to check, 72

statistical significance, criticisms of,
 citations to writings: in psychology,
57; in educational research, 57; in
business, 57; in operations research,
57; in law, 57; in sociology, 58; in
political science, 58; in archaeology,
58; in wildlife biology, 58; in public
health, 58; in epidemiology; in med-
icine, 58; in sports medicine, 58; in
statistics itself, 58

statistical significance: bad, but what
else can I do?, 55; defense of, 42–
56; that statistical significance is:
detector of existence 5–7, 50–53;
good for careers, 32; a lexicograph-
ical procedure [“first use statistical
significance”], 42–43; a light better
under the lamppost of sampling
theory, 55; a mere cynical game
anyway, 59; merely stylistic, 49–50;
a qualitative criterion, 47–48; a
saver of journal space, 53; a selec-
tor of best model, 48–49; a solution
to sorites, the problem of deciding
how big is big, 53–55; something
only fools do, 44–45; technically at-
tractive, 42–44; to be defended with
unreasoning anger, 42; worthy of
Lance Davis shooting the messen-
ger, 65; worthy of silent treatment,
in economic history, 64

statistical significance, general points
on misuse of: anger at critiques rec-
ommends shooting messengers, 31;
drops important variables, 98–99;
existence against oomph, 5–7;
 ignores power, 8 (see also Gosset;
power); Kravis and Lipsey admit 
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statistical significance, general points
on misuse of (continued)
not necessary, 96; as kudzu, 237;
neither necessary nor sufficient for
oomph, 69, 83; not actually be-
lieved by economists, 52, 63; origi-
nates with Karl Pearson, 199–202
(see also Pearson, Karl); recom-
mended by Fisher, 222–23 (see also
Fisher); summary of argument
about misuse, ix–xiv, 9, 15, 22, 41,
122

statistical significance, history:
 Edgeworth coins the word, 187;
Edgeworth uses correctly, 189–92.
See also Fisher; Gosset; Neyman;
Pearson, Egon; Pearson, Karl

statistical significance, how to stop
misuse of: education, 245–47;
 embarrassing the misusers, 248–49;
signing pledge of common sense in
statistics, 249–52

statistical significance, misuse of in
various fields: in animal science, 38–
39; in economics, excuses, only
 “idiots” do it, 76; in economics,
 improvements since 1980s, 82; in
economics, no better in 1990s, 80–
88; in economics, results by names
of authors in 1990s, 91–92; in eco-
nomics, a tiny bit better at “Tier I”
universities, 77; in economics, statis-
tical significance as sole criterion
worsening, 88; in economics, table
for 1980s, 75; in economics, table
for 1980s and 1990s, 81; in eco-
nomics, worsened by multiple au-
thors, 76; in economics, worsening
since 1980s, 79, 82; in educational
research; costs lives in medicine, 37,
178–81; in epidemiology, 36, in
physics, chemistry, geology, some bi-
ology, 84; prevalence at Centers for
Disease Control, 9–10; Rothman’s
revolt against, 165–75 (see also
Rothman); in management science,
39 (see also Deming); in psychiatry,

33–34, 35–36, 36–37 (see also
Cohen); in social psychology, 40

statistical significance, problems with
not treated here: not attack on
numbers or statistics, 1, 4; publica-
tion bias, 85; other problems, 14;
use of universe as pseudo sample,
80

statistical significance: Caused by:
Fisher as great scientist, 240; fit
with high modernism, 243; Caused
by and in relation to: bureaucratiza-
tion of knowledge, 243; hard-
boiled, 140–41; objectivity as
claimed by Fisher, 223; path de-
pendence, 242–43; scientism, 244;
silent neglect of Fisherians, 168,
169; some erroneous explanations,
241–42; trained incapacity, 238–39.
Why misuse persists: age of neopos-
itivism, xvi, 2, 149–50; anxiety
about disagreement in science, 47;
canned regression packages, 69, 71,
241–42; cheap way to publish, 112;
computation costs fall, 13; ease of
mechanical computation, 21; emo-
tional impenetrability of users, 32;
fear for jobs at CDC, 9–10; me-
chanical use free of judgment, 53;
obfuscation, says Kruskal, 105;
technical appeal, 7, 42–44; unag-
gressive character of Gosset, Egon,
21. See also alpha-statistician

Statistics of Unprogressive Communi-
ties, Edgeworth’s prophetic article
on how long it takes a wasp to load
itself with sweets, 227, 232, 258.
See also wasp

stepwise regression, about the worst
case abuse is, 71

Sterk, Claire, truly concerned about
statistical significance, 177–78

Sterling, Thomas D., studies publica-
tion bias statistical significance in
psychology, 57, 126–28, 137

Sterne, J. A. C., critique of statistical
significance in epidemiology, 168
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Stigler, Stephen, distinguished statisti-
cian and historian, student of a stu-
dent of Neyman: acknowledged,
xx, 247; example of tall statistician,
54; finds statistical significance in
Book of Daniel, 193; notes Edge-
worth does not entirely work out
statistical significance, 188. See also
bee; beta

St. John’s-wort example of not attend-
ing to oomph in psychiatry, 182–84

Strassmann, Diana, editorial declara-
tion against misuse of statistical sig-
nificance in Feminist Economics,
168. See also bee; beta

Student. See Gosset, William Sealy;
origin of Gosset’s pseudonym, 7,
261n18

Student’s t: Fisher’s slow theft of,
228–37; Gosset’s 1925 copyright of
his own improved 1908, 1914, and
1917 z tables, 228; Gosset’s eco-
nomic approach toward, 18, 19;
Fisher urgently requests improved
table of, 227; Ziliak 2008a, 287

Student’s z, Gosset’s 1908, 1914, and
1917 copyrights of, 228

Sugano, David, prostate cancer trials
metastudy, 184–86

summary of standard errors commit-
ted in the leading journals of sci-
ence, 41

Task Force on Statistical Inference,
small effect of, 128

tea, the lady tasting: Fisher does not
establish standards of oomph or
real error, 225; Fisher does not put
up alternative hypotheses, 225;
Hotelling teas, 234; how to sink the
world with, 226; Pearson offers
cups of to Gosset, 207. See also
alpha

testimation: Cohen against, 156, 157;
correlation with Whitehead’s mis-
placed concreteness, 59; defined,
xvii, 59; Egon Pearson against, 152;

Gosset against, 158; introduced, x;
Jeffreys against, 140, 151, 152,
154; Neyman against, 152; origin
in Fisher, 17; ruin of empirical re-
search, 18; scientists’ statement
(SpSS) against, 249; summary of
what it means for science, 2, 41; in
relation to Hayek’s scientism, 22,
244; in relation to scientism and
bureaucratization of knowledge,
22, 243–45; Rothman against, 165–
75; what statisticians have to stop
doing, 247, 248; Zellner against,
152. See also fallacy of transposed
conditional; sizeless stare

testing, essential for real science, 4–5
textbooks in econometrics reinforce

misuse of statistical significance,
106–10; a few textbooks get it
right, 106–7, 110–11

Thomason, N., mild critique of find-
ings, 172–73; misuse of statistical
significance in epidemiology becom-
ing worse despite Rothman, 170–
74. See also Fidler

Thompson, Bruce: many studies of
misuse of statistical significance in
psychology, medicine, and educa-
tional research, 129–30; good intro-
duction to statistics in psychology,
253; served on Task Force on Statis-
tical Inference, 128; voice for
oomph, 125

Thompson, William L., wildlife biolo-
gist, strong criticism of statistical
significance, 58–59

Thorbecke, Erik: crucial diagram,
xxii, 27, 44; gets it, 2, 111

Thoreau, H. D., substantive signifi-
cance, 191

Thurstone, L. L., pushes statistical sig-
nificance in psychology, 142

Tinbergen, Jan, Nobel laureate mis-
uses statistical significance but uses
multiple tests, 113

Tippett, L. H. C., textbook by
 inventor of random number table 
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Tippett, L. H. C. (continued)
unaware of Gosset’s authorship of
table of t, 230, 231

Tolo, Kristi-Anne, measures misuse of
statistical significance in American
Journal of Epidemoiology, 161–62,
170, 174

totems of Fisherian belief, 86. See also
asterisk

trained incapacity, Veblen’s phrase for
stubbornness guided by ignorance,
238–39

transposed conditional, fallacy of:
added to misplaced concreteness,
59; almost universal in economics,
73; critiqued by Deming, 116;
 defined, 17; full exposition of, 155–
61; introduced, xii

treadmill-doctor example of pressing
need for Bayesian procedures, 159

Trigg, Andrew, economist who got it a
long time ago, acknowledged, xxii.
See also bee; beta

t table, Fisher the autocrat of, 207;
Gosset the inventor of (see Gosset)

t test. See bee; beta; economic
 approach; Gosset

Tukey, John, distinguished statistician,
doubter of statistical significance, 2

Types I and II errors: Egon Pearson
publishes on, 7; table, 135; Type I
error, as undue skepticism, 26; Type
III error, 246. See also power; stan-
dard error; statistical significance

Ullian, J. S., pragmatic criterion of be-
lief, 11

unemployment rates, how the stan-
dard error leads to misdiagnosis of,
34–35, 86–87, 98–99, 108, 179

United States Department of Labor,
example of how the standard error
costs us jobs at the, xx

University College London, Special
Collections, acknowledged, xxi–
xxii

University of Iowa, leading center of

statistics, brooding nest for Fisher-
ian methods, 143

Upjohn, drug company selling anti-
depressant with statistical signifi-
cance, 33–34

Urbach, Peter, believes Fisherian
methods are Gosset’s, xvii

Vacha-Haase, T., recent study of mis-
use of statistical significance in psy-
chology and educational research,
129–30

variance, real, Deming finds industry
widely ignores the cost of, 117, 118

Veblen, Thorstein: Hotelling’s supervi-
sor’s uncle, 233; “trained incapac-
ity” as explanation of persistence of
statistical significance, 238–39

Vioxx: example of misuse of statistical
significance in, 28–31; Scolnick si-
lenced on, 31

Wald, Abraham, independent statisti-
cian and economist: doubter of sta-
tistical significance, 2; economist at-
tending to power, 69; fit depends on
purposes, 97; follower of Neyman-
Pearson, 19; oomph and, 43. See
also bee; beta

Wallis, W. Allen: original follower of
Hotelling, 234–35; rare text to
grasp statistical significance, 110;
on supplying an interpretable
amount of economic effect, 68, 70

wasp, vespula vulgaris, common, op-
posed to bee: Edgeworth finds a dif-
ference in bees, 187–92; Fisher as
example of, 214–26, 227; repeat-
edly stings Bayesians and decision
theorists, 144, 145, 223; repeatedly
stings family, 220; repeatedly stings
freedom, America, Russia, eco-
nomic growth, Wall Street, airplane
engineers, good medicine, Jews,
stout beer, black people, anarchists,
believers in racial equality, poor
people, believers in human rights,
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experimental scientists, and others
ill-fitting the eugenic curve and nest,
including economists, 126, 144,
145, 220, 259, passim; repeatedly
stings Gosset, 227–30; repeatedly
stings Egon Pearson, 219–25; re-
peatedly stings Neyman, 221;
slowly steals t-table from bee, 232;
stings Deming and Birge and Op-
penheimer, 222. See also alpha; 
�-epistemology. Contrast bee; beta;
�-epistemology; Gosset

weight-loss example of oomph against
precision, 23–25

Weiner, Lynn, historian gets it, ac-
knowledged, xxii. See also bee; beta

Weldon, William: cofounder of Bio-
metrika, 197; uses statistical signifi-
cance in biology, 3

whales, increased slaughter of, justi-
fied by statistical significance and
Japanese Minister, 31–32. See also
animal science

wholes, objective existence Pearson
ascribed to philosophical, criticized
by Polanyi, Hayek, 197, 198, 206

“whether” theology as statistical sci-
ence, 4–6, 11, 23–45, 51, 53, 68,
94–96, 105, 110, 176, 190–91,
201, 204–6, 224–26. Contrast
oomph; real error

White, James Boyd, translation as
 humility, 60

Whitehead, Alfred North: fallacy of
misplaced concreteness, 22; knows
both art and science, 194

wildlife biology, 58, 248
Wilks, Samuel S., important Princeton

statistician, Iowa student of Craig:
praised by Mosteller, 230; textbook
unaware of Gosset’s authorship of
table of t, 230, 231; works in coop-
eration with Hotelling et al., 93;
works with Fisher, 143

Williamson, Jeffrey, misuses statistical
significance, 64

Wilson, E. O., biologist, hostile review

of Haavelmo’s econometrics in
1944, 84

Winter, Harold, critic of statistical sig-
nificance, served on Task Force on
Statistical Inference, 128

Wittgenstein, L., intrigued by Gram-
mar of Science, 196. See also Pear-
son, Karl. Contrast �-epistemology

Wolfowitz, Jacob, former Hotelling
student, doubter of statistical signif-
icance, 2

Wonnacott, Ronald J., and Thomas
H. Wonnacott: rare elementary
textbook to grasp statistical signifi-
cance, 110; get the point early, xx;
help Ziliak get it, 63

Woody Guthrie of statistics, Gosset
like a, 211

Wooldridge, Jeffrey: acknowledged,
xix; agrees with authors but back-
slides, 86–87; good introduction to
estimation problems in economics,
253; rare intermediate text to grasp
statistical significance, 110

Wright, Steven, UCL Special Collec-
tions, archivist acknowledged, xxi

Wrinch, Dorothy, criticizes Einstein
light-bending experiment, 49

Wundt, Wilhelm, pioneer of statistics
in experimental psychology, 141

Würtz, Allan H., Danish econometri-
cian: acknowledged, xix; economist
attending to power, 69; got it a long
time ago, 111; lower bound analy-
sis, 139. See also bee; beta;
Horowitz; Savin

Xanax, anti-anxiety pill sold with sta-
tistical significance, 33–34

Yates, Frank, successor to Fisher at
Rothamsted Experimental Station:
co-author of final theft of Gosset’s
tables, 230; defects from Fisherian
program, 236; major doubter by
1950 of statistical significance and
randomization of design, 2, 236, 
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Yates, Frank (continued)
237; originally disciple of Fisher,
235

Yule, G. Udny, major figure of neo-
Darwinian synthesis: in Biometrika
and Gower Street, 199; finally
doubter of statistical significance, 2;
Hertz student and Pearson protégé,
231; author of lone book that cor-
rectly attributes t table to Gosset,
231; on Gosset being a “pleasant
chap, not at all the [Rothamsted-
UCL-Cambridge-Iowa-Iowa State-
Princeton-Berkeley-Michigan State-
country of India-country of New
Zealand-territories of the British
isles-Adelaide-et cetera] autocrat of
the t-table,” 207, on which see bee;
Fisher; Gosset; wasp; originally
 supportive of Fisher, 235

Zabell, Sandy, statistician documents
Fisher’s political opposition to
Bayes, 159. See also Neyman

Zecher, J. Richard: colleague of
 McCloskey savvy about statistical
significance, 62; explains the point
to McCloskey, xx; oomph in pur-
chasing power parity, 96. See also
bee; beta

Zellner, Arnold: advanced study of
Bayesian oomph, 254; advocates

confidence intervals, 73; A to Z in
economics, Arrow to Zellner, op-
pose statistical significance, 63, 120;
inspired book, xix–xx; finds gross
neglect in significance testing and es-
timation in economics, 86; econo-
mist attending to power, 69, 139;
“5% accept-reject syndrome . . . re-
quires immediate attention,” 23, 86;
Gosset’s economic approach and,
144; great Bayesian statistician, dis-
tinguished economist, past president
of American Statistical Association,
heir to Jeffreys, early doubter of sta-
tistical significance in economics, 2,
57, 58, 167; neo-Bayesian, 17, 111,
119; one of many statisticians who
encountered first-hand Fisher’s
forceful personality, 221; opposes
sign econometrics in 1978, 73, 86;
trained in physics, 239; rare statisti-
cian who knows history of Fisherian
procedures, 247; recommends Jef-
freys procedures, xx, 48, 84. See
also bee; beta

Ziliak, James P., economist and
brother gets it, does it, teaches it,
acknowledged, xix. See also bee;
beta

Zimmerman, David, exemplary article
in 1990s economics journal, 90,
100
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An F-test

“floccinaucinihilipilification /. . . / noun. [from Latin flocci, nauci, nihili,
pili, words denoting ‘at little value’ � -fication.] The action or habit of es-
timating as worthless (Shorter Oxford English Dictionary, 5th ed., 985).

For example:

Ronald A. Fisher would say, “The potash manures are not statistically
significant. Disregard them.”

William S. Gosset would say, “Statistical significance is a floccinaucini-
hilipilification, a finding of little scientific value. If you want to know
about the potash manures you have to consider their pecuniary value com-
pared to the barley you’re trying to make money with.”
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