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r r e i d L G

We are two scholars who have spent nearly all of our professional lives intersecting 
with the problem of climate change. For Danny, that has meant a career at the 
nexus of law, economics, and engineering, looking at how energy systems might 
evolve in the future. For David, that has meant a career trained in political science 
and focused on how industrial transformations actually occur. When you spend this 
much time on one big issue that keeps getting worse, you live a life of constant 
reminder that the climate problem is really hard to solve.
Realism about the scale of the challenge is often discouraged in climate policy 
circles because it is easy to confuse with pessimism. Precisely because the climate 
problem has proven so stubborn, the whole ecosystem of climate activism and 
scholarship spends a lot of time painting stiff smiles on inconvenient facts. Yet any 
serious analysis must start by understanding climate solutions for what they are: 
requirements for profound industrial change that are difficult to initiate, sustain, 
and run to completion. The river of industrial investment and climate pollution runs 
deep and fast with powerful incumbents. Elements of change are becoming visible, 
but most to date are minnows swimming against that strong current.

This level of difficulty, we think, is a call not for pessimism but for realism about 
solutions. Because it is so hard to make deep cuts in global emissions â€' deep 
decarbonization, as it is called â€" effective solutions require clear thinking and 
strategy. Efforts spent tilting at ephemeral, magical policy solutions waste scarce 
resources that should instead be invested in things that work.
For the last decade, both of us have observed a rapidly growing disconnect 
between the solutions that are most popular among policy and academic elites and 
the facts on the ground. Conventional wisdom in elite circles holds that 
market-based solutions work best; decades of policy advocacy and design within 
this paradigm have produced a network of fledgling cap-and-trade systems that 
portend to lay foundations for solutions. In a few places, carbon taxes have 
emerged as well. These pockets of market-based action have been created, in part, 
with the belief that they will spread â€' ultimately to global coverage and with big 
leverage on emissions. The realities are different, however. Those who are 
watching closely know those promises are largely failing and, we argue, will 
continue to fail.

What drew us together as collaborators is that while both of us are rooted in 
academia â€' and thus steeped in debates around which policy instruments are 
best from the perspective of theory â€' we spend much of our professional lives 
elsewhere. We work with governments, regulators, NGOs, firms, and investors â€' 
institutions whose leaders are all grappling in practical terms with the challenges of 
deep decarbonization. Everyone is asking about the theory of change. â€œWhat 
moves the needle?â€ is a common refrain. Outside of the academy we see



policymakers and CEOs talking a lot about market-based strategies to address 
climate change. Yet when they actually do something that moves the needle â€' 
such as adopt a policy that makes a big dent in emissions, redirect investment 
toward low-carbon solutions, or craft a business strategy based on the reality that 
deep cuts in emissions are essential â€' they make those choices without much 
attention to abstract market forces such as carbon pricing. Rather, they respond to 
policy and political pressures rooted in other concerns â€' such as fear of losing 
access to vital markets, rising social opposition to their business models, or 
regulatory requirements and industrial policies that require big changes in behavior. 
From Davos to Washington DC, Sacramento, and Brussels, most elites who talk 
about the climate crisis from an altitude of 30,000 feet are talking about markets. 
Meanwhile, at sea level, pretty much all the serious work of deep decarbonization is 
being done by industrial policy and strategy.
This book is about that disconnect.
Our goal is to explain why market-oriented climate policies have fallen far short. 
This is not an accident, we argue, but a reflection of the political structure of the 
climate problem and the administrative tools that modern governments can apply in 
response. Reducing emissions in the world as it is requires understanding that 
world. It requires understanding why, after thirty years of diplomatic meetings â€' 
most of them tilting at market-oriented policy â€" we havenâ€™t made more 
progress. That failure is rooted in the difficulty of the challenges of industrial 
transformation. It is also rooted partly in the fact that policy elites, business 
leaders, and even some environmental groups that want serious action have 
imagined they live in a world where the massive changes required for deep 
decarbonization will emerge with a technocratic nudge from the marketâ€™s 
invisible hand.

It is vital that policy designers and advocates start making a sharper distinction 
between the world as it is and a fantasy in which market policies could do most of 
the work in creating deep decarbonization. Failure to grapple with that difference 
means that growing pressure to act on climate change canâ€™t be channeled in 
the most productive ways. Many parts of the world are, plausibly, on the cusp of a 
huge surge of interest in and action on climate change. Nearly all the evidence from 
climate science is dark â€" warming is happening faster than expected, impacts 
such as rising seas are looking more dire than initially forecast â€' and a catalog of 
unknowns mostly points darker. Growing public awareness and concern among 
corporate leaders and politicians is not leading to swift action everywhere, but it is 
leading already to a lot more action in some places. The global effort is deepening 
and widening. Yet most of the key actors pushing for a coherent strategy are 
pushing a playbook we believe is outdated and ineffective. Market-based strategies 
havenâ€™t just fallen short in the past, but they will keep failing to deliver the



elements of deep decarbonization that will be demanded as awareness of the 
climate crisis grows. We explain why and offer alternatives.
We come to this project from very different political backgrounds.
For Danny, insights into the climate problem are intertwined with understanding 
how the left wing of American politics is pushing the country to get serious â€" 
whether on economic policy, financial regulation, or energy system transitions. 
Time and time again the left has expressed a prescient understanding of climate 
policy dysfunction. The environmental justice community, for example, has sounded 
the alarm about offsets and other failures of carbon markets much more loudly and 
accurately than practically any other segment of the political debate. Yet many of 
the same voices have struggled to articulate alternative policy strategies that are 
practical to implement at scale. In recent years Danny has been active in 
Sacramento, participating in regulatory processes, testifying at legislative oversight 
hearings, and serving on an expert advisory panel focused on Californiaâ€™s 
carbon market. If most of the action on climate change is happening in a few 
places like California that are willing and able to invest heavily in solutions, how do 
these leaders channel their resources into actions that really matter for deep 
decarbonization?
For David, the climate problem began as a topic to be understood through the lens 
of effective international cooperation and viable corporate strategy. Most of the 
global climate efforts to date have failed because they were disconnected from 
facts on the ground â€' from what governments and firms were willing and able to 
do. From that perspective, Davidâ€™s career has involved bouncing between the 
worlds of industrial incumbents (such as electric power companies) and the worlds 
of Silicon Valley (which is all about disruption, innovation, and dethroning 
incumbents). If the climate problem is largely about industrial transformation, what 
really guides the process?

Starting from these two different perspectives, we puzzled through the questions 
surrounding how to seed and nurture the technological and political transformations 
needed to address climate change. Many of these conversations were, frankly, a 
litany of vents. In our different worlds we separately observed a lot of talk about 
solutions that didnâ€™t seem to solve much. We also saw a lot of actual 
problem-solving â€" real companies and governments investing in risky new 
technologies and building new lines of business â€' that didnâ€™t seem to follow 
any of the standard academic prescriptions for â€œfirst-bestâ€ climate policy that 
relied on simple market signals.
The journey from catharsis to synthesis began when we realized a lot of the 
conventional wisdom had the story backwards. In a globalizing world where 
markets seemed to be triumphing over states, we saw serious solutions to the 
climate crisis rooted in the opposite approach â€' where the state was playing a 
much bigger role. And if the state could play an even larger role, so too would



firms. That realization is bad news for governments and political parties that have 
spent a lot of time de-skilling or trashing the state. Firms, left to their own devices, 
arenâ€™t going to decarbonize the world. Governments without the capability to 
lead transformations wonâ€™t steward much change. Incumbents are perfectly 
happy to stay the course.
The standard wisdom about the role of markets will, we think, be shaken badly by 
the facts. We will show that market forces can help optimize the allocation of 
resources, but they arenâ€™ t that good at leading massive industrial 
transformation. Yet it is exactly that kind of transformation thatâ€™s needed. This 
is one of many areas where the left â€' especially the deeper, more ecological left 
of the â€œGreen New Dealâ€ and other visions of massive state intervention â€' 
has been more accurate than most of the rest of the political spectrum. At the 
same time, however, accuracy in the diagnosis has also come with deep 
misunderstandings about how transformation will be organized and can unfold, 
once compelled to begin. On that front, the practical corporate industrial 
community has been more accurate than most other groups that are active in the 
climate policy debate. Demonizing firms just because they are firms or incumbents 
ignores the reality that these enterprises will steward much of the innovation, 
transformation, and infrastructure investments needed for climate solutions. 

Pragmatists who see existing firms as vital to practical solutions on climate change 
have failed to appreciate that most of the political energy for reform comes from 
the left, where suspicions about incumbency and compromise run deep. What 
politics must do is create the incentives for industrial transformation so that firms 
will invest both technologically and politically in a decarbonized future. With 
successful investment and expanding social movements, those incentives will grow 
and the forces that want deep decarbonization will become more powerful. That 
process will happen only if pragmatists and activists recognize the vital roles that 
each plays in this process of creating broader and deeper political pressure for 
decarbonization. Successful decarbonization will help lower costs and increase 
confidence in climate policy, ultimately creating a political dynamic that will 
accelerate decarbonization and make it more self-sustaining.
Most of this book was written over a six-month period starting in the fall of 2019. 
As often happens, once a new way of thinking about things emerges, old facts 
donâ€™t disappear so much as fall into new places. The approach we take in this 
book aims to organize the data on marketsâ€™ increasingly visible shortcomings 
into a coherent narrative â€' one that offers a new interpretation of what is feasible 
with markets and thus what must be achieved with other policy strategies. We lay 
out the standard prescriptions for market-oriented policy and then show how the 
facts actually fit a different pattern. Explaining that pattern requires a theory of 
politics and some willingness to think differently about what really works, all of



which we cover in chapter 1. If you want to read just one chapter, thatâ€™s the 
one.
As we completed this manuscript in February 2020, the world was descending into 
a global economic lockdown. In those rare moments when a huge shock hits, it is 
tempting to think that everything has changed, but we decided to change nothing 
in this book as a result of the pandemic. Our aim has been to write a book about 
the fundamental politics that determine climate policy effectiveness, particularly 
with respect to market-based policy instruments. Our ideas should be judged by 
whether we get those fundamentals right. Rather than chase the twists and turns 
of the pandemic and government policy responses â€' by May 2020, when the final 
editing wrapped up, the top ten economies had committed $7 trillion in stimulus 
spending and counting â€' we decided the crisis is another opportunity to ask: can 
market-based instruments, in the real world, cause the needed transformation in 
industrial decarbonization? Our answer before the pandemic was no; after the 
pandemic, we expect the evidence will be even stronger.
On two fronts, the pandemic is revealing how politics affects policies and the 
industrial action needed for deep decarbonization. First, carbon prices in nearly all 
of the worldâ€™s cap-and-trade systems have fallen in line with economic upheaval 
â€' and with them, the revenues governments collect from these programs. Carbon 
markets amplify macroeconomic shocks because they are fundamentally 
pro-cyclical policies, which is why we are so keen to convince governments to move 
away from instruments whose practical impact is so flaky and toward other policy 
instruments, like industrial policy, that can more readily be kept in line with the 
publicâ€™s demands and the signals firms need to invest.
Second, the pandemic has transformed political priorities. Abstract global amenities 
are on the wane, with immediate employment, economic recovery, and public 
health at the front of all policy agendas. This shift will test the political commitment 
to cutting climate pollution, with effects that vary by economic sector. In places 
where the decarbonization agenda is aligned with employment, we expect the 
publicâ€™s willingness to invest in deep decarbonization will grow. In other sectors, 
the opposite patterns may appear. We draw from this a lesson already offered in 
this book: policy instruments that link together all sectors in a common, transparent 
effort to impose a single price on carbon fundamentally misread political reality.

In telling the story of how market-based climate policy works in the real world, we 
adopt the premise that idealized markets would be desirable if they were feasible. 
We hope this choice allows us to reach readers who identify strongly with the 
power of market forces, since we hope to change their minds. We want them to 
understand how political forces constrain what market-based policies can do, 
especially at the early stages of deep decarbonization, because wishing those forces 
away isnâ€™t practical and hasnâ€™t worked. We also seek readers among the 
many who have long ago rejected markets. We hope they will read on as well, as



our critique will help offer a systematic logic for many of their concerns â€' new 
arguments in support of familiar positions â€" while providing a framework for 
better policy strategies. What matters most to us â€' and the planet â€' is whether 
a policy works, not which ideological camp claims a notch in its belt.
We wrote this book in our spare time with no grants or other financial support. Our 
strong suspicion is that had we gone out looking for help, funders would not have 
been interested. Too much of the support for writing and thinking on the politics of 
the climate crisis is, in fact, support for advocacy around familiar policy strategies. 
While climate advocacy comes in many flavors, it is largely rooted in the idea that 
an elite group of climate intelligentsia knows all the right answers â€" the right 
policies, the right technologies, and the right political strategies to deliver the 
goods. Yet the biggest follies in climate policy strategy over the last few decades all 
emerged from an uncritical reliance on untested theories of change. Major industrial 
transformations donâ€™t lend themselves to easy planning with existing policy 
tools â€' that is why they are transformations. All of us know less than we think, 
ourselves included. Yet overconfidence abounds, including in policy advocacy. 
Interest in questioning accepted wisdoms is scarce. Groupthink reigns.

Our book is an effort not just to rattle the climate commentariat, but also to explain 
why any rigid theory of change is likely to become brittle as circumstances evolve. 
We hope it leads more groups to reflect on what really works and to anchor their 
reflections in research. Indeed, many of the key questions around the efficacy of 
different policy instruments should be addressable with hypotheses and data. What 
has been most disturbing to us in this project is that the data needed for serious 
analysis of market-based policies are strikingly scarce, rarely collected together, 
and usually of low quality. Even where there are legal or fiduciary obligations to 
report data â€' such as around where money raised by market-based systems gets 
spent, or whether carbon offset schemes actually reduce emissions â€" most 
information is shrouded in opacity and complexity. More research will help, but in 
some cases the analytical terra incognita is by design. Many climate policy systems 
that have been created at huge financial and political expense are designed not to 
reveal their failures. We call out some of the most egregious examples in the hope 
that those who want to understand what really works will press harder for both 
transparency and analysis.
Although we worked without grant support, no project that probes widely into 
whether the status quo is working could happen without many colleagues who have 
helped with ideas, data, and constructive disagreements.
Thereâ€™s a world of difference between a book in principle and a book in reality. 
Louise Knight and her colleagues at Polity sit at the center of that difference. For 
years Louise has asked about a possible book, and as these ideas came together, 
she, InA' s Boxman, and Justin Dyer â€' along with a group of insightful external 
reviewers â€' played an essential role in turning them into an actual manuscript.



We are particularly grateful to several people who read drafts. Among them., 
Jeremy Freeman, Peter Gourevitch, Jess Green, Michael Grubb, Lars Gulbrandsen, 
Justin Gundlach, Matto Mildenberger, Arild Underdal, and JÂ^gen Wettestad. In 

tandem, we had many conversations with people about our ideas as they emerged: 
Grayson Badgley, Ross Brown, Dallas Burtraw, Chris Busch, Geoffroy Dolphin, 
Meredith Fowlie, Matthew Freedman, Oliver Geden, Larry Goulder, Barbara Flaya, 
Dan Jacobson, Bruce Jones, Jonathan Koomey, Vanessa Pinsky, Ric Redman, Chuck 
Sabel, Dianne Saxe, Katie Valenzuela, Michael Wara, and David Weiskopf. A special 
thanks to the many people who helped us with data: Jeremy Carl, (again) Geoffroy 
Dolphin, David Fedor, David Hytha, Quentin Perrier, and Marissa Santikarn.
In tandem with writing this project, both of us have been working on many other 
projects that have shaped our thinking â€' with ideas reflected on these pages. 
Danny is grateful first and foremost to his partner, Nina, with whom he is raising 
twins Adela and Oscar. Nina and Dannyâ€™s sister, Laurie, spent countless nights 
and weekends caring for the babies so that Danny could write or field calls at odd 
times from wherever in the world David happened to be that week. With help from 
Debbie Sivas, Amy Applebaum, Pam Matson, and Anjana Richards, Danny has been 
teaching energy and climate policy at Stanford, where several of our ideas began in 
dialog with curious students. Dannyâ€™s research in California would not have 
been possible without selfless support from Karen Fries and JosÂ© Carmona â€' 

not to mention his collaborators Michael Mastrandrea and Mason Inman, who 
helped cut through so much of the opacity. Finally, Danny thanks the civil servants, 
policy advisors, and policymakers who work tirelessly to advance climate progress 
in California and gave generously of their time to help him learn the ins and outs of 
state policy â€' especially Kip Upper. Special thanks to California Senate President 
Pro Tem Emeritus Kevin de LeA3n and Senator Bob Wieckowski for their leadership 
and for appointing Danny to Californiaâ€™s cap-and-trade advisory board.



David thanks four long-time collaborations that have facilitated conversations and 
ideas that had a big impact on this project. First is joint work with Bob Keohane 
around the factors that explain the politics of international cooperation â€' work 
that has, increasingly, emphasized the national and transnational factors that 
condition what is possible in the international system. A second is a big book 
project with Chuck Sabel (slated for publication in 2021) on Experimentalist 
Governance: that is, on how societies solve problems when there is strong pressure 
for action but nobody, frankly, knows exactly what to do. Working with Chuck has 
sharply refined our thinking about the incentives that affect when and how firms 
invest in new technologies and how societies learn which policy strategies actually 
work. Third is a collaboration with Frank Geels and Simon Sharpe to look at how 
the insights from the history of technological change and the history of 
international cooperation could guide new sector-by-sector strategies for deep 
decarbonization. That study, released in December 2019 in Madrid, helped us 
sharpen our thinking about the degree of technological innovation still needed in 
nearly every sector. It also builds on work that Bruce Jones and David have been 
leading for several years at the Brookings Institution, one of the publishers of the 
Madrid study. Finally, every effort to study technological change, for David, involves 
voices from early mentors on that topic: Jesse Ausubel, Arnulf GrAVibler, and 
NebojÂia NakiÀtenoviÀt. They â€" and the International Institute for Applied 

Systems Analysis (IIASA), where we all worked at various times â€' have shaped a 
world view for the better. Although they sometimes arrive at very different 
conclusions, David has learned a lot from his colleagues in economics who study 
market design: Larry Goulder, Rob Stavins, Gernot Wagner, and the late Marty 
Weitzman. And a special thanks from David to his family â€' Emilie Flafner-Burton 
in particular â€" who were steady supporters even as he was in remote corners of 
the world on the phone with Danny.

1

A turn toward markets?
In the late 1980s, global attention started to focus on the problem of climate 
change caused by pollution from carbon dioxide (C02) and other greenhouse gases. 
In tandem, analysts and policymakers argued that the best strategy for dealing 
with pollutants that harmed the whole planet would be to create environmental 
markets that also spanned the globe. These market schemes would, in theory, 
create strong price incentives to cut emissions anywhere and everywhere. The 
scale of the policy response, it was thought, must be matched to the scale of the 
problem. And beyond scale, powerful market forces would help ensure that cuts in 
pollution were achieved at the lowest economic cost. The use of markets became 
the watchword for smart, efficient climate change policy.



Although the use of markets to control carbon pollution has never been without 
controversy, its dominance in the climate policy debate is hard to overstate. 
Market-based strategies were built into every major international agreement on 
climate change and formed the rhetorical core of the most ambitious countriesâ€™ 
climate strategies. Most of these schemes envisioned setting caps on emissions and 
allowing firms and governments to trade credits â€" policies known as carbon 
markets or â€œcap-and-tradeâ€ programs. Governments would negotiate the 
desired pace and extent of emission reductions by setting pollution caps. Through 
trading, the collective genius of the market would discover the best allocation of 
effort. Many of the worldâ€™s biggest emitters â€' starting first in the West, and 
now spreading to South Korea, China, and other emerging economies â€" have 
considered or adopted cap-and-trade programs. A few countries have taken a 
different market-based climate strategy and set prices directly via carbon taxes. 
Whereas cap-and-trade fixes the quantity and lets the market find the cost of 
emitting pollution, carbon taxation does the opposite: it specifies the price and lets 
the market discover the volume of pollution that aligns.
Market-based policies on a planetary scale, the theory goes, would empower firms 
and governments with the flexibility to focus investment on the least expensive 
options for controlling emissions. Flexibility would reduce costs, allowing more 
environmental protection with fewer resources; in turn, frugality would make it 
easier to mobilize business and voter support for ever-deeper climate pollution 
reductions. Ever since the early 1990s, when active efforts to develop climate policy 
began, the politics of crafting and sustaining policies needed for achieving deep 
cuts in emissions have been stymied by concerns that deep decarbonization â€' as 
the transformation to a climate-friendly future is known â€' would be expensive, 
difficult, and could even harm economic competitiveness. Thatâ€™s why policy 
strategies to keep costs as low as possible were seen not just as good for the 
economy, but also as essential to mustering political support to protect the planet. 
Today, the original vision of a globally coordinated, market-based policy solution 
lies in tatters.

Many pollution markets exist, but nearly all are smokescreens that create the 
impression that market forces are cutting emissions when, in fact, other policies are 
doing most of the real work of decarbonization. Almost everywhere that market 
systems are in place they operate at prices that are so low as to have little impact 
on key decisions such as whether to invest in or deploy new technologies. After 
thirty years of policy attention to climate change and twenty years of active efforts 
to design market systems, jurisdictions with reasonably ambitious carbon prices â€' 
say, $40 per ton of C02-equivalent1 â€" account for less than 1% of global 

emissions (Figure 1.1). Those with carbon prices approaching $100 per ton of 
C02-equivalent â€' a strong signal more consistent with the level of effort the best



new science suggests is needed for deep decarbonization â€' are an even tinier 
sliver of the global picture.
In a few places, carbon prices from market-based policies have been powerful 
enough to induce some changes in emission patterns â€" such as when firms 
decide whether to produce electricity from high-emission coal plants or 
lower-emission rivals. Those impacts, however, have nearly always involved 
commercially mature technologies competing in stable environments and under 
other highly restrictive conditions. In the United Kingdom, for example, a climate 
policy strategy that included carbon pricing accelerated the extinction of coal from 
electric power because other technologies, notably cleaner natural gas and 
renewables, were readily available and much more competitive when coal-fired 
power plants were required to pay the extra cost of their emissions.2 Those are 
important roles for markets, but those roles are not central to the challenge of 
creating a global transition to near-zero emissions.
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Figure 1.1 Carbon prices around the world in 2019
Source: Figure redrawn with permission from Jesse Jenkins, â€œWhy Carbon 
Pricing Falls Short and What to Do About It,â€ Kleinman Center for Energy Policy, 
University of Pennsylvania (Apr. 24, 2019); underlying data from World Bank, 
â€œState and Trends of Carbon PricingâC (2019).
Nearly all the real challenges of deep decarbonization require incentives for 
governments and firms to back novel, risky, and untested technological systems â€' 
not simply to deploy known, proven options that are sitting on a shelf ready for 
use. In 2019 a team of scholars supported by the Energy Transitions Commission 
took a fresh look at exactly where the world stands with respect to deep 
decarbonization. The resuits, summarized in Figure 1.2, use the standard S-shaped 
curve for explaining the emergence, diffusion, and then reconfiguration of 
infrastructure that is typical of technological change. Strikingly, in nearly all of the 
ten sectors that account for the bulk of climate pollution, technological progress on 
deep decarbonization is in the very early stages â€" when, typically, the best 
choices are unknown, risks for investors are high, and active policy support is 
essential. The power sector is furthest along (at least in some countries), which is 
precisely why marginal market incentives have been able to achieve significant 
impacts in some contexts by affecting choices of known, proven technologies in 
that sector. But even the power sector requires comprehensive transformation with 
new technologies and investments â€" such as in advanced control systems, 
building electrification strategies, and bigger electric grids â€" that carbon pricing, 
alone, is unlikely to deliver.



Whatâ€™s needed nearly everywhere in the world is to test and deploy novel 
technologies energy, industrial, and agricultural systems. Even in electricity â€" 
where there has been a lot of progress in developing clean production systems â€' 
the next frontier will involve electrification of many end uses, including space 
heating and cooling, which requires continued progress in early-stage technologies 
such as reliable heat pumps. Carbon prices, even at high levels, wonâ€™t be 
enough to induce the necessary investment in and adoption of novel technologies.

In addition to having little impact at home, the worldâ€™s efforts to create market 
forces that encourage decarbonization have generated almost none of their 
promised international benefits. Despite nearly three decades of diplomatic and 
other policy efforts, no global carbon market exists today. Interregional emissions 
trading is a footnote in climate policy, not the main attraction. Various efforts to 
create regional carbon markets â€" such as in the European Union, across 
subnational governments in North America, and within private firms â€" remain 
inspired by the vision that these decentralized markets will become stitched 
together in time as the coverage of markets broadens and climate ambitions 
deepen. Yet in the real world there has been little stitching together and almost 
zero deepening.3

Figure 1.2 The state of decarbonization technology by sector 
Source: Redrawn with permission from David G. Victor, Frank W. Geels, and Simon 
Sharpe, â€œAccelerating the Low Carbon Transition: The Case for Stronger, More 
Targeted and Coordinated International Action,â€ Energy Transitions Commission 
and Brookings Institution (2019), based on assessments of technological 
development that rely heavily on the work of the Energy Transitions Commission
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The most visible example of market links â€' the joint trading program involving 
California, QuA©bec, and Ontario â€' recently shrank, with a conservative Ontarian 
government pulling out of cap-and-trade after winning power in 2018. Years earlier, 
nascent links between the Australian and EU markets dissolved as soon as Australia 
abandoned emissions trading. China, meanwhile, is in the middle of an opaque and 
years-long effort to develop a national emissions trading program in the power 
sector, where a small number of powerful state-owned firms dominate, 
environmental regulators have struggled for influence, and the state planning 
system has historically been much more potent than marginal market incentives in 
determining investment and environmental outcomes. Only one integrated 
international market has proved sustainable â€' the market for pollution across the



superstructure of common European economic institutions., common rule of law and 
administrative procedure, and common confidence that the superstructure is 
robust. Those are highly demanding conditions to meet and unlikely to be seen 
anywhere else in the world anytime soon. This success within the EU bodes well for 
Europe, but the continentâ€™s share of global emissions is only about 9% and 
shrinking. As a leader, what it does is relevant to the global problem of climate 
change primarily if its leadership inspires and directs followership in the places 
where emissions are rising.4

As the sheen of markets dulls, it has also become clear that the world is making 
little progress on decarbonization. Since around 1990, when diplomacy to address 
global climate change first began on a sustained basis, world emissions have risen 
by two-thirds.5 In only one sector (electric power) and one group of countries (the 
Western industrial democracies) have emissions declined a bit. Most of that is due 
to fortuitous changes in fuel markets, the decline in the cost of wind and solar 
power, and policies that have mandated a shift away from coal toward cleaner 
sources. In the United States, the shale gas revolution has crushed coal and cut 
C02 emissions along the way (even as evidence grows that needless methane 
leakage from the gas system undermines the climate benefits from replacing coal 
with gas). In places where gas is costlier â€" notably, continental Europe â€" 
renewables have been more important in cutting emissions. In most other sectors, 
such as transportation, emissions keep rising.



The unfortunate truth is that many governments around the world are ignoring the 
problem of greenhouse gas emissions, focusing, instead, on other priorities. 
Thatâ€™s why, in Figure 1.1, nearly all world emissions are priced at zero. Even 
the leaders â€' the EU, Nordic countries, Japan, and parts of the United States â€' 
have until recently been mostly tinkering at the margins, with market-based policies 
targeted mainly in sectors where technology has already advanced and costs are 
low. The best studies suggest that a few percent of global gross domestic product 
(GDP) should be allocated to controlling emissions â€' an investment on the scale 
of recent war and defense-related expenditures, yet requiring sustenance over 
decades.6 So far, almost no major economy â€' except perhaps Germany, and with 

German leadership the rest of Europe as it contemplates a â€œEuropean Green 
Dealâ€ to accelerate deep decarbonization â€' has stepped up to the challenge. 
Collectively, the global level of effort is perhaps two to three orders of magnitude 
lower than needed.

The inconvenient problems of politics
These two profound problems -  the failure of efforts to create effective 
market-based climate policies, and the failure to make significant progress in 
reducing global emissions -  are inexorably linked. Massive political resources have 
been mobilized to push market forces as the central mechanism for cutting 
emissions. That mobilization, we will argue in this book, has largely failed and will 
keep failing. Its failure is not rooted in the economic iogic of markets. Nor is it 
rooted in the idea that resources must be devoted efficiently, so that more 
protection from the ravages of global climate change can be obtained at lower 
economic cost.
Rather, the problem with markets is political.
The attractive academic logic of markets has become misaligned with the political 
realities of the climate problem on two fronts.

One front, most crucial, is that successful climate policy requires building and 
sustaining political coalitions to support policies that will transform all the major 
emitting sectors of the economy: electric power, transportation, industry, buildings, 
agriculture, and so on. Studies that look closely at these political processes show 
that every sector is different, with varied organization and authority of interest 
groups.7 For academics, markets offer the prospect of economy-wide prices and 
transparency so that, ideally, all sectors are treated equally. Unfortunately, that 
feature of markets is toxic to policymakers and climate policy advocates, who must 
tackle political barriers and opportunities one step at a time, one sector at a time.8 

In some sectors, key political constituencies (such as voters) are highly sensitive to 
visible policy impacts on prominent carbon-emitting products (such as gasoline). In 
other sectors, industrial production is oriented around highly competitive, tradeable 
commodities -  like steel -  and firms are well organized politically to block policies



that would harm their price-sensitive and trade-exposed industries. And so on -  a 
string of problems, all rooted in the political organization and influence of powerful 
interests, each of which requires a tailored political solution. A market perspective 
on the climate problem emphasizes that resources and effort are fungible across 
every economy and around the world. A political perspective sees each sector as a 
separate challenge that requires bespoke solutions. Because textbook market-based 
policies treat all sectors with the same price, applying that textbook without an eye 
to political reality creates markets for which the overall effort is restrained to the 
lowest common denominator.

On another front, what markets do best -  creating transparent, marginal price 
signals that encourage firms and households to optimize their choices -  is 
misaligned with the industrial challenges facing deep decarbonization today. In 
most sectors the world is not far along with deep decarbonization: key 
technologies, demonstration projects, and the emergence of new firms to back 
low-carbon technologies are fledgling at best (see Figure 1.2).9 Industrial firms and 

consumers aren't waiting for a faint, marginal signal from markets to nudge their 
behavior. Instead, they need active programs to mobilize and apply resources to 
new technologies that, with time and effort, will launch the global process of deep 
decarbonization and displace incumbent industries. The incumbents are powerful.10 

The new entrants are not.11 Well-designed market signals, at best, are good at 

encouraging optimization when technologies are commercially mature and strategic 
choices are clear -  such as when the UK electricity market had a signal to select 
mature renewable energy technologies and gas instead of coal. The hardest 
challenges of deep decarbonization involve redirecting investment toward 
technologies and businesses that are the opposite: beset with risk and danger for 
first movers. Creating those new industries requires a policy strategy -  industrial 
policy, in effect -  that is focused on the problem at hand, rather than inducing 
marginal changes in behavior with known technologies and production methods.12 

Climate change presents an extremely difficult political problem that pits the diffuse 
public interests of the future -  where everyone, to varying degrees, benefits from 
protecting the planet -  against the private concerns of the present. Relying on 
markets to redirect those political forces takes a hard problem and makes it even 
harder to solve.
This book develops the argument that market-based strategies have, on balance, 
gotten in the way of building politically viable climate policy in three ways.

First, we offer a diagnosis for what has gone wrong. Our central contribution is to 
explain how political forces affect the design and operation of every major aspect of 
pollution markets. We focus heavily on cap-and-trade systems because they 
account for so much of the real-world effort to use market forces to cut carbon, but 
many of our insights apply to tax systems as well. We explain why idealized, 
"first-best" designs for pollution markets envision systems that produce high carbon



prices as a powerful incentive for change. In the real world., the outcome has been 
the opposite: prices are low and often volatile, which undercuts the incentive to 
invest in ambitious new technologies and to make changes in production methods 
beyond those that are straightforward with few risks. First-best visions for pollution 
markets also imagine that markets should cover many sectors simultaneously, allow 
extensive interconnection with markets overseas, raise large amounts of revenue, 
and spend those revenues efficiently to offset distortions in the economy. On every 
front the real world has produced outcomes that are the opposite from theory: 
markets are fragmented, links are few, sectoral coverage mostly is narrow, and 
revenues raised are small.13

When policymakers do choose market-based instruments -  as they have in 
countries or states that account for about one-fifth of global emissions14 -  those 
policies are designed to have little impact. The industrial enterprises whose 
emissions would be subject to market signals have found ways to ensure that 
market prices stay low through excessive allocation of emission credits, liberal 
emission credit banking schemes, and generous but environmentally dubious 
carbon offset programs. The full extent of this disaster has not been apparent 
because all of these cap-and-trade systems have been implemented on top of other 
regulatory policies that, compared with market policies, have a more potent impact 
on cutting emissions. Cap-and-trade systems, in effect, trade the residual emission 
reductions left over after more potent regulatory instruments have done their work. 

The outcome resembles the Potemkin villages in imperial Russia that were 
supposedly constructed to give Catherine the Great the impression of economic 
renewal when in fact, behind the façade, very little was going on. Potemkin 
markets create the impression that costs are low and markets are performing well, 
even as most of the real work of emission control is done through regulatory 
instruments.15

Second, we offer a playbook for how to reform market-based policy systems to
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reliable -  an outcome that requires shifting away from cap-and-trade systems, 
where market structures create volatile prices, and toward systems where prices 
are managed within narrow bands. In effect, cap-and-trade systems can be made 
more effective when they are designed to behave more like taxes; it is no accident 
that the few jurisdictions with the highest prices and the greatest level of effort use 
taxes, not cap-and-trade. More stable prices will make it easier for firms to invest in 
anticipation of market signals and to build political coalitions that are supportive of 
that investment. Systems that are designed like taxes also perform better in the 
real world where market policies are implemented alongside other regulatory 
programs. In that setting, cap-and-trade schemes merely trade the residual and get 
little work done in cutting emissions -  they are Potemkin markets. Tax approaches,



by contrast, create a clear incentive for change (the specified tax level)., which 
persists even as other policy instruments have big impacts on behavior as well.16 

Our playbook for market reform offers some insights into why so many of the 
visions for market-oriented climate policy won't happen under real-world political 
conditions. For example, many advocates for market-based policies imagine that 
the adoption of market schemes will occur alongside massive policy reforms that 
roll back regulation. We explain why, politically and administratively, those 
regulatory and industrial policies are not easily rolled back. Moreover, we explain 
why pushing for that outcome would be a bad idea -  since those other regulatory
policies, in fact, are doing most of the serious work in cutting emissions.

One of the most important contributions of markets is among the least appreciated 
today: well-designed market schemes can raise revenue. A politically savvy strategy 
for market reforms requires paying closer attention to how program revenues are 
spent -  and specifically to allocating funds to activities that will build experience 
with new technologies and thus also catalyze new interest groups that are 
supportive of accelerating deep decarbonization.17

Careful reforms can make markets more effective, but even more important is 
recognizing that in nearly all societies markets will play only a small role in overall 
decarbonization efforts -  especially in the early stages of developing and deploying 
new technologies. We call this "rightsizing" markets.
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reform, we look at what else is needed. The key is to channel resources into the 
sectors that are critical for deep decarbonization. Rather than link all sectors 
together into a common market system, each must be treated independently 
because each has its own political economy and state of technology. In sectors 
where technologies are immature, industrial policy should focus on research, 
development, and demonstration (RD&D) in a diverse array of options -  an 
approach that yields knowledge and also builds political coalitions around new
low-carbon industries.

Foreign policy plays a key role because early investments in low-carbon 
technologies -  such as low-carbon steel or plastics, and electric power from 
renewables -  need reliable sources of demand for the products they support. 
International coordination can enlarge the pool of consumers for these new 
technologies, creating more experience and learning, better performance, and 
politically stronger interest groups. Industrial policy and foreign policy must go 
hand-in-hand because the logic of deep decarbonization is ultimately a global logic. 
Emissions are diffused throughout the world and thus the level of climate change 
experienced anywhere is the result ultimately of efforts everywhere. We expect that 
the readers of this book -  people looking for better climate policies -  are mainly in 
the places of the world that are already doing a lot to lead on climate policy. These 
jurisdictions can work together in small like-minded groups ("climate clubs") that



can transform industries sector-by-sector toward low emissions. But the leaders 
must not forget that today they account for a small and shrinking fraction of the 
global total of emissions. Their leadership must be designed to generate 
followership.
The need for followership is why a political eye to climate policy design is so 
important. Followers, who are much warier about the disruptions of climate policy, 
can be coaxed along by leaders who invest in new low-carbon industries, develop 
programs that scale applications and drive down costs, and provide credible new 
information about the real-world performance of low-carbon technologies. All else 
being equal, climate followers -  places like the emerging economies, or the middle 
of the United States -  are less committed to action on global warming and thus 
even more sensitive to getting the politics wrong. These political challenges will 
only grow as the world gets serious about cutting emissions. Public interest groups 
and the voters they mobilize will expect governments to adopt costlier and more 
decisive policies that have bigger effects on economic competitiveness. Policy elites 
who press for and design climate policies will advocate the same. The outcome of 
these political processes will generate greater risks for firms and workers. Green 
leaders from strong economies may be able to paper over these -  for example, by 
implementing generous social welfare programs -  but followers will be more 
skittish. Realigning the politics is essential to success that is ultimately needed at a 
global scale; doubling down on market-based strategies that magnify the political 
challenges and strategic risks to industrial transformation will only slow 
international progress.



Throughout this book, we argue that troubles with creating effective market-based 
strategies for cutting carbon do not reflect policymakers' failure to understand how 
markets work. What's missing in climate policy discussions isn't more understanding 
about market design that can be advanced with more data, better PowerPoint 
presentations, blue-ribbon commissions, and the like. Political leaders were not 
sleeping through economics 101 when the subjects of externalities and market 
incentives for internalizing external costs were taught. They were wide awake, 
know what they heard, and are explicitly choosing alternative policies -  or, when 
they do adopt market-based policies, implementation strategies that keep these 
systems from functioning as theory envisions. Doing better requires recognizing the 
structural limits to what is achievable with market-based approaches -  limits that 
are rooted in how the politics and technological opportunities are organized in each 
sector.

A theory of politics
Our study is not the first to look at the politics of using markets to address warming 
pollution. Some scholars have been documenting the many ways that carbon 
pricing -  both through cap-and-trade schemes and through emission taxes -  are 
falling short.18 Even more than scholars, journalists have long been exposing an 

array of flaws in how carbon markets function in the real world.19 Mindful of this 

evidence, some scholars and advocates have suggested that it will be politically 
easier to achieve deep decarbonization if climate policy is linked to other policy 
objectives such as employment or reduction of inequality, perhaps under the 
umbrella of a "Green New Deal."20 Indeed, a European Green Deal is gaining 

traction and, at this writing, may be poised to become the defining climate change 
strategy for that region.21 Still others who are more firmly inclined to advocate for 

market-based strategies have begun to explore why, in the real world of politics, 
those strategies often produce designs that are far from optimal.22 All these studies 

rely on theories of politics to explain what they observe in the real world; often, 
however, those theories are highly divergent in the factors they think matter.

What's new in this book is not attention to politics. Rather, it is our effort to 
organize "politics" into a simple set of key variables and to show how those 
variables facilitate a comprehensive set of insights about the limits to market-based 
strategies. That same theory provides a grounded basis for market reforms and the 
need to pursue other policy strategies for deep decarbonization. It is easy to say, 
"the problem with markets is the politics," but that answer does not offer much 
insight into exactly how politics shapes reality. Nor does it offer much guidance for 
how policy reforms could rewire the politics.
Our simple model of politics relies on two major clusters of political variables (see 
Table 1.1). The real world is complex, of course, but these two factors offer the 
best way to start organizing that complexity into a coherent set of patterns.



The first and most important cluster is the organization of interest groups. Our 
model of politics has five interest groups, although throughout this book we will 
show that only two or three have a regular impact on the design and 
implementation of market-based policies:

• Voters and the broader public. The public matters because it is the 
ultimate source of authority in democratic countries. However, the mass 
public is highly diffuse and not automatically well organized in political terms. 
Much of what happens in politics is not visible to them; public attitudes point 
in many directions. In the United States, public concerns about climate 
change appear to be rising as visible evidence of the problem grows,23 but 

only a small segment of the public links climate concerns to behaviors such 
as voting and donating time and money to political candidates and parties.24 
Thus we focus on one central aspect of the broader public: do they notice 
the cost of climate policy?25 While the benefits of climate action are abstract 

and diffused, some costs are apparent.26 This disdain for visible policy costs -  

even as voters demand cuts in pollution -  is exemplified by perennial 
complaints about gasoline taxes in the United States (where they are among 
the lowest in the world) and the yellow vests protests in France (where an 
ambitious carbon tax has drawn opposition from the gilets jaunes).27
• Emitting industries. These firms are highly organized because they 
already engage in activities that are the subject of policy intervention: for 
example, the production and combustion of fossil fuels, which has a myriad 
of impacts on land use, local air pollution, and the like. While these firms 
may be numerous, compared with voters they are very small in number and 
relatively easy to organize politically. Big firms, in particular, have a 
disproportionately large stake in policy outcomes and therefore have strong 
self-interest in organizing whole industries.28 While these firms and their 

industry associations are highly informed about policy, whether policy
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industries have high "trade sensitivity" -  meaning that the cost of their 
factors of production, such as energy, has a big impact on the cost of their 
final goods and services, and those goods and services must compete in 
global markets where there are other jurisdictions whose firms may not bear 
such costs.29 Firms and industries that are highly trade-sensitive care a lot 

about climate policy because differential policy treatment across global 
markets leads to leakage: a flow of trade, investment, and emissions away 
from the firms that bear higher costs due to climate policy and toward their 
overseas competitors. Those exposed firms are highly motivated to make 
sure that climate policy is impotent, or at least designed to protect them 
from the ill effects of competition with firms that don't bear climate policy
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• Low-carbon industries. In principle, low-carbon interest groups are the 
political antidote to high-carbon incumbents. In most of our story, however, 
these interest groups don't figure prominently because they are small, poorly 
organized, and politically weak. Often, they don't exist at all -  at least not 
yet. In our story, these industries appear mainly in sectors where the 
low-carbon industry has begun to take hold or incumbents can readily switch 
technologies -  electric power, in particular. With successful decarbonization, 
such firms will become larger, gain access to more revenues and jobs, and 
become better able to influence the policies needed for deeper cuts in 
carbon. Indeed, in countries that have long histories of adopting the policies 
consistent with decarbonization -  for example, the active German 
Energiewende that created a German renewable industry (until that industry 
was crushed by Chinese competition) -  exactly this political dynamic is 
evident.30 For the most part, however, powerful coalitions of low-carbon 

industries are a topic for the future, not today.

• Civil society. We distinguish civil society from voters by the degree of 
organization. Voters, as noted above, are not reliably organized around 
climate policy -  and thus their voice is heard, usually, when policy affects 
something they notice en masse, such as higher energy prices. Civil society is 
the organized variation of public interest -  reflected, on the matter of climate 
change, by environmental NGOs. In theory, organized groups within civil 
society should figure prominently in our story. They are mobilizers of latent 
public forces and progressive firms that want action on climate change; their 
mission is to provide public goods. What will be striking, however, is how 
rarely these groups are decisive in the design and operation of effective 
market-based systems. Some NGOs have pursued particularized interests: 
forestry-oriented NGOs channel resources to forests, NGOs of the energy 
persuasion push for efficiency and renewables, and environmental justice 
groups focus on policies to benefit historically marginalized communities. 
Some even contribute to the dysfunction at the core of our theory by backing 
ideas for market reforms that don't work politically. But NGOs that would 
advance broad public goods -  which in our story would mean mobilizing 
pressure to correct the errors in design of market-based policies -  are scarce. 
The design and operation of market-based strategies is the world of 
specialists and incumbent industrialists.

• Political leaders. Finally, our simple model of politics treats leaders as an 
independent political force. Their goal is obtaining and retaining political 
authority, which means devising policies that are politically responsive to 
relevant interest groups.31 Political leaders find solutions to opposing political 

forces by taking advantage of the fact that voters value visible action over 
real action and favor hidden costs over palpable new expenses; existing



industries favor protection for existing interests; and new industries., for now., 
favor actions that benefit new entrants in particular. Political leaders balance 
these competing interests by identifying places where political opposition 
would be debilitating and deploy methods to respond to those organized 
interests.

Table 1.1 Key political variables

Interest groups Institutions

Voters and the bros 
public
Emitting industries

itetoecarbflwl irttiestrtssder
EUJ?|I Society
Emitting industries

Administrative capacity
H o w  e ffe  d i v e  ly  c a n  
policymakers accommodate 
powerful interests?

Political leaders H o w  com  p e  t e n t  a r e  
government agencies?

In the real world there are lots of other interest groups as well, of course. We will 
introduce them as they become important to our story and will argue that their 
importance can be understood within the context of our three main driving groups. 
Organized labor plays important roles that vary depending on whether unions back 
incumbents or bet on new entrants. Indigenous groups and communities living next 
to major polluters are usually the first to feel the impact of environmental problems 
and are prominent in efforts to resolve them -  efforts that, increasingly, correlate 
with actions on climate change. Scientists and other intellectual entrepreneurs 
matter as well, although the purveyors of ideas typically gain force only when they 
resonate with the interests of organized groups.
While mindful of the fuller array of stakeholders whose voices matter in climate 
policy, we aim to convince you that most of what is observed with market-based 
climate policies is principally the product of a subset of organized groups' 
interactions. And three of these groups -  voters paying close attention to visible 
costs; incumbent high-carbon industries; and political leaders -  explain most of 
what we observe in politics around carbon markets, most of the time.

The second cluster of political variables is institutional. By that, we mean networks 
of expectations about how politically organized actors will interact. Those networks 
include formal legal structures, like constitutional rules, within which governments 
and other political actors make and implement decisions. Much of the work of these 
informal and formal expectations is framed in the mandates of organizations: for 
example, regulatory bodies and their missions. Institutions are important because 
politics is not merely a free-for-all where the best-organized group that has the 
most resources determines outcomes. Instead, institutional rules and arrangements 
mediate between organized political interests and actual political and policy 
outcomes.32 The importance of these rules is seen all the time. For example, one of



the last major controversies under the 2015 Paris Agreement concerns how to 
implement a provision called Article 6 -  a much-debated text seen by many as the 
rules that will govern which international emission credits and international trading 
systems will be seen as allowable under the Agreement.33 Resolution on Article 6 

has been elusive because organized interest groups disagree massively, yet the 
formal organizational rules for making decisions require diplomatic consensus.
There is an extensive academic literature on the importance of institutions. We 
focus on two main institutional factors:

• Adoption rules* The creation of a market-based policy involves the 
creation of novel structures, which frequently requires legislative action. 
Some legislative measures can be enacted by simple majorities; sometimes 
market-based policies can be shoe-horned into existing legislative authority. 
By contrast, tax instruments -  including pollution taxes -  are typically treated 
as fiscal or budgetary items that, in many political systems, require special 
qualified or supermajority votes. In the early 1990s, Europe's attempt to pass 
a carbon tax failed because it could not attract near-universal support among 
its member states. After that failure, it shifted to a cap-and-trade scheme -  
the policy that persists today -  partly because political leaders could treat 
cap-and-trade as an environmental measure, which does not require the 
near-unanimous support of all European member states.
• Administrative capacity. When organized interests mobilize for state 
action, they must look not only at the rules for adopting the action, but also 
at the skills of the state in putting that action into practice. Most modern 
states are highly skilled at implementing regulatory and other measures that 
determine -  typically jointly with industry -  which technologies to adopt and 
how to allocate costs. By contrast, managing a pollution market is often just 
as complex but requires very different skills from those in the environmental 
agencies that are typically tasked with administering climate policy -  
expertise that is more akin to financial regulation. This observation helps 
explain two phenomena that will loom large in this book. One is that 
environmental markets are often poorly administered, at least initially, but 
can improve with robust support and adequate legal authority. The other is 
that governments vary in their ability to respond to politically organized 
groups that require special treatment for their sector.

Institutions help explain why early choices have lock-in effects. Initial policy choices 
constrain what is possible in the future because major policies are hard to unwind 
once in place.34 Poorly crafted beginnings can thus impede reform, which is why 

much more care is needed in the early stages of policy design than pragmatic 
incrementalism would normally prescribe. Institutions also explain why a variety of 
exogenous shocks can be particularly helpful in policy reforms: for example, 
electoral shocks that cause a major member to exit a trading system, or salient



information about how a trading system has undermined the goals of a critical 
interest group. Shocks help reopen old decisions and realign interest groups and 
choices related to policy design -  windows of opportunity that, if reformers are 
armed with the right tools, can become opportunities for change. Outside those 
windows, however, it is very difficult to effect change.

In the real world, a full-blown theory of institutional behavior would have many 
other complex elements. It would include the role of ideas, for example -  for just 
as new ideas and information about climate impacts or about climate policy design 
can affect politics, they can also affect institutional design and the default policies 
that policy elites think work best. A complete analysis would include close attention 
to where and how social movements can form so that political support for policy is 
much deeper than just elites and parties.35 A full-blown theory would also reflect 

the fact that constitutional and other constraints on decision-making vary across 
countries because electoral rules and other institutional factors that affect collective 
choice vary.36 As these examples illustrate, systematic theorizing and empirical 

testing are still needed to fill in the details beyond the broad contours we outline 
here.



In the chapters to follow, we will apply this simple model of politics to every major 
aspect of climate policy design. It will help us understand why the roles for markets 
are smaller than expected decades ago and why direct regulation will be bigger 
(and less costly) than expected.

The evidence
To illustrate our story, we will draw from examples of pollution markets anywhere 
and everywhere that policymakers and firms have created to address climate 
change.

We focus in particular on the experience in three carbon markets: the European 
Union's Emissions Trading System (EU ETS), the Western Climate Initiative (WCI) 
linking California and Québec, and the northeastern United States' Regional 
Greenhouse Gas Initiative (RGGI). These three programs have the longest and 
most relevant track records and are, by far, the best documented. What we argue 
here will be highly controversial, but an advantage of relying on well-documented 
and established policy programs is that the evidence is available to everyone. Our 
simple theory of politics can't explain everything that is observed across these three 
touchstone cases, but it will explain more of what has been observed in the real 
world and more systematically than other efforts to explain these policy systems to 
date.
Looking across these three systems, we see three radically different visions of how 
markets can work when viewed through the iens of political realities rather than 
theoretical ideals.

RGGI's vision is the most realistic and generally applicable precisely because it is 
the most pragmatic about what is able to be achieved. The program encompasses 
states with varied political interests around climate change, ranging from the highly 
ambitious to the cautiously engaged. It covers only the electricity sector -  where 
the technologies for cutting emissions are most mature -  with transparent and 
predictable program rules. Even in the power sector, however, RGGI is not the only 
or even main show in decarbonizing its participating states' electric grids. Other 
policy programs are having a bigger impact, including state renewable portfolio 
standards; subsidies that keep nuclear power plants, which are prodigious suppliers 
of zero-carbon power, from shutting down; and other government-managed 
regulatory and procurement efforts all aimed at making the RGGI states' power 
infrastructure less carbon-intensive. In many respects, the RGGI system represents 
the high-water mark for what subnational markets can do: RGGI supports the 
broader goal of deep decarbonization, generates discretionary revenue streams for 
participating governments, and increases the static economic efficiency of a policy 
portfolio -  all in a single sector. Its benefits are clear and relatively modest. Among 
purists, RGGI is often mocked because its prices are low (about $5-6 per metric ton 
of C02 emissions in 2019) and coverage is limited to just one sector. We see the 
experience through a completely different iens: RGGI works because its architects



knew what they were doing and designed a system that is politically feasible and 
durable.
The EU ETS represents an effort at the opposite extreme: a hope for a more 
ambitious, yet still limited, role for markets. Part of the reason for optimism is that 
the EU ETS is built on a powerful EU institutional foundation. The European Union 
has reliably been the main leader in the global fight to slow climate change and has 
been willing to invest in the administrative systems needed to make a market work 
within the limits of what markets can do. Its efforts to create a cap-and-trade 
system began in the context of failure to pass a carbon tax in the early 1990s and 
the need, later in the decade, to implement the 1997 Kyoto Protocol -  a treaty that 
put caps on emissions for all industrialized countries. (The United States never 
joined and never capped.37) Even so, creating the EU ETS was not easy -  the 

system originated in a series of political compromises that left it impotent for a long 
period. Gaining initial political support required allocating an excessive number of 
pollution permits to politically well-organized industries that sent the spot market's 
carbon price to zero in the program's pilot phase (2005-7). Although prices 
recovered briefly in the market's second period (2008-12), they cratered and 
remained too low to make much of a difference for many years thereafter.38 

A series of reforms beginning in the mid-2010s have pushed European carbon 
prices to the level where they could plausibly make a significant difference in the 
two main sectors covered by the program: electricity and industrial emitters. Strong 
European institutions, which were the key to those reforms, make it possible to do 
in Europe what has not been observed in any other pollution market so far. First, 
European climate policymakers became, in effect, central bankers: their reforms 
automatically adjust the supply of permits to create some scarcity, but not too 
much. These reforms, by raising prices in predictable ways, have increased the 
program's climate benefits and also partly model what we will recommend in this 
book: the transformation of trading systems into price-like systems that better 
resemble taxes in their function and therefore provide greater predictability and 
political stability. (Legally, the EU ETS likely needs to remain an environmental 
trading program and thus can't become too tax-like, lest it require unanimity 
among EU member states.) A central ongoing challenge in Europe has been that 
the EU itself has few mechanisms that allow it to be responsive to the political 
needs of each sector included in the ETS and is, understandably, particularly fearful 
of imposing costs on export-oriented industrial firms. The only real mechanism 
available has been awarding those firms free allocations to blunt the practical effect 
of the ETS (and help them remain competitive). Now that ETS prices are rising and 
free allocations are becoming constrained, the EU must find other mechanisms -  
such as border carbon adjustments or other trade measures.

The least successful of these three examples is the WCI. It pretends to be an 
EU-ETS-like market, but its architects have not grappled with the reality that none



of the institutional conditions that exist in the EU ETS are present within the WCI. 
The WCI's anchor jurisdiction, California, is widely celebrated as a climate policy 
leader. Historically, the state relied on regulations to drive reductions in warming 
emissions (and many local air pollutants), but recently reversed strategic course: 
California's official climate policy now relies on its cap-and-trade program to deliver 
nearly half of the reductions needed to achieve its ambitious and legally binding 
emissions limit for 2030.39 Unlike RGGI (which covers only the electricity sector) 

and the EU ETS (which covers both electricity and industry), California includes 
electricity, industrial emitters, and transportation fuels under its program cap. This 
expansion in coverage is based on the beautiful economic logic of covering all 
sectors and letting the market do the work, but has been plagued by the political 
liabilities created when voters notice the cost of a policy program without seeing 
tangible benefits -  particularly when it comes to impacts on transportation fuel 
prices. That visibility has unleashed demands for special treatment and excess 
allocations, to which policymakers have responded. California is now stuck with an 
emissions trading system that is supposed to be central to the state's deep 
decarbonization plans, yet program administrators have not altered any of the 
market design features that explain why the market is faltering. By linking multiple 
sectors together under a single program, California exemplifies the problem our 
theory predicts will plague broad-based carbon markets: all the sectors, together, 
must follow the politics of the least ambitious sector. Fixing the problem would 
require separating the sectors -  a politically herculean task because that would 
involve unraveling the WCI market. The best approach is to double down on 
industrial policy, and that need will grow as California aims for even greater 
ambition.

While we rely heavily on those three core markets, we draw on other experiences 
around the world. They include the active market in South Korea -  one that has 
proved hard to study because so many of its key elements are opaque.40 In New 

Zealand a carbon trading system has emerged that is, basically, a system for 
crediting reductions achieved outside of the energy system, and, in particular, in 
the country's prominent forestry sector.41 China has run pilot emission trading in 

eight provinces and is now rolling out a scheme for the whole country, beginning in 
the power sector -  although the rollout has been slow and it is hard to see how a 
Chinese pollution market will interact with more powerful state planning tools.42 

While we focus on cap-and-trade because these policies account for the majority of 
the experience with market-based climate policies, many of our arguments apply to 
carbon tax systems as well -  such as those in France, Sweden, and Norway. The 
experiences with these systems are relevant for our core focus, too, because 
tax-oriented reforms can play a big role in making markets more effective.

As is customary in studies of market-based strategies, we show the prices that have 
emerged from these six cap-and-trade systems over time in Figure 1.3: the three



core markets that we rely on most heavily, plus three newer ones (South Korea., 
New Zealand, and the Shanghai pilot scheme as an example of China's approach). 
These prices are frequently offered as evidence that markets are working, with 
variation in prices implying that there are big gains from trade to be had from 
linking markets and helping firms find the most efficient places to concentrate their 
effort. Throughout this book, however, we will show that most of what all of us 
thought was right about markets is misleading. Prices do not reveal real effort; the 
evidence that these schemes are working is thin; and the gains from trade that 
seem to scream from the variation in prices are illusory.

Figure 1.3 Market prices in six major markets



Source: Redrawn from data accessed via the International Carbon Action 
Partnership (ICAP), https://icapcarbonaction.com/en/ets-prices. Data for the WCI 
and RGGI programs are quarterly because there are no public secondary market 
prices available.

A roadmap
Our analysis proceeds over eight more chapters.
Chapters 2 through 6 are the core of the book. Over these chapters we look at the 
five major attributes of market-based policies and explain why, in every case, 
real-world outcomes have been different from theory.

In chapter 2 we look at ambition. The theory of markets suggests that because 
market policies are more efficient economically they will be the catalysts of 
ambition. Chapter 2 shows why, instead, no political jurisdiction has relied on 
markets for its most ambitious policies. The logic of Potemkin markets reigns. 
Chapter 3 explains how the sectoral coverage of market policies varies and why 
that matters. Originally, the case for market-based policies -  cap-and-trade in 
particular -  was oriented around the ability to create markets with economy-wide 
coverage of all major emitting sectors that could eventually link together all major 
emitting economies around the world. That approach would ensure that all 
emissions are exposed to similar incentives for reductions. Chapter 3 explains why, 
in practice, every sector covered by a cap-and-trade program is treated differently 
-  including in how policymakers allocate emission credits. Heterogeneity in sectoral 
treatment is a critical factor that helps explain why neither global nor serious 
international markets have emerged.

Chapter 4 is about money. Market-based policies generate revenues, and they have 
the potential to generate a lot more. While the potential for generating revenue is 
huge, the politics of creating markets has led, at least initially, to much more 
modest outcomes. Actual revenues are dramatically smaller than theoretical 
potentials, and tax systems have proven much more effective at raising funds 
under real-world political conditions when compared with cap-and-trade. Chapter 4 
explains that outcome -  why the money, so far, has been small -  along with how 
the money gets spent. Well-organized environmental groups and a few clean 
energy industries have advocated channeling funds to favored purposes. That's why 
so many market-based systems use a "green spending" model: revenues are 
appropriated to projects that claim to achieve additional emission reductions as well 
as important political and economic benefits. Green spending is a good idea -  it 
can, in principle, become the backbone of a green industrial policy -  but in practice 
much of the money ends up spent as "green pork." Concentrated interest groups, 
and political actors who control the institutions that allocate funds, direct these 
funds to pet purposes without much oversight. Chapter 4 explains the politics of 
why this outcome -  a bad one for the planet -  has emerged and persisted.



(Improving the cost-effectiveness of political and environmental spending requires 
new institutional rules, which we discuss later, in chapter 7.)
Chapters 5 and 6 are about how markets interact with the outside world via offsets 
and direct market linkages. Offsets are credits that reflect emission reductions 
purportedly achieved in other jurisdictions and imported into a cap-and-trade 
scheme. For example, California envisions that it can protect North American 
forests by crediting actions that purport to change the harvesting practices large 
landowners employ. The climate benefits of such actions, once calculated, become 
usable tender in California's cap-and-trade system. Chapter 5 shows why there are 
powerful constituencies that want to create as many offsets as possible; it also 
shows why the experience with offsets is nearly uniformly negative. The powerful 
coalition that favors generous offsets policies, in effect, seeks the right to print 
money -  legal tender that can dampen the cost of compliance with cap-and-trade 
obligations. The political interests that favor generous offsets is easy to understand; 
what is harder and more disturbing is why there is no constituency for quality. In 
the real world almost every activity that might, in theory, be worthy of earning an 
offset is nearly impossible to monitor remotely in ways that can guarantee that the 
offset credits rewarded reflect real changes in behavior. We also show how the 
geographic reach of offsets tends to shrink over time -  local interests, which are 
better organized and more powerful politically in a home market, outweigh the 
aspiration (and all the theory) that says offsets should be allowed globally. The 
outcome is an offsets regime that is focused locally, even when local costs are 
higher. Finally, our darkest observation is that offsets create perverse incentives for 
firms to oppose the expansion of legally binding climate policy -  and thus rather 
than offer a path to policy proliferation, offsets end up supporting incumbent firms' 
entrenchment.

Chapter 6 explains what is probably the biggest real-world disappointment for 
market-based policies. The chief economic value in creating market approaches to 
controlling pollution involves merging "unlike" markets: that is, connecting markets 
where there is a high willingness to pay for emission control (generally in the rich 
Western democracies) to those where there are many low-cost opportunities for 
cutting emissions (generally in the emerging economies). By maximizing the gains 
from trade, the economic value of market-based approaches would be maximized 
through linkage. The problem is that markets that are unlike in their politics and 
emission control opportunities are also unlike in terms of the sector-specific 
accommodations policymakers provide to key domestic stakeholders. Links between 
unlike markets threaten to destabilize those arrangements. Because links between 
similar markets don't threaten those outcomes, they are more feasible -  but they 
also produce few gains and therefore create few consequences when they come 
undone. This is why links forged even between highly similar markets -  for 
example, between New Jersey and its neighboring states, or between Ontario and



California -  can be undone easily when parties divorce. Because their gains are 
limited, so too are economic consequences when links fall apart. Deeper and more 
economically salient links are possible only when administrative systems are strong 
and shared between cooperating jurisdictions -  a condition observed to date only in 
the European Union.
Chapters 7 and 8 are about solutions.
Chapter 7 focuses on how to reform markets. Our main message is that efforts to 
make markets more effective must begin by understanding the limitations of 
market-based strategies. Rather than seeking markets that have high prices that 
drive big changes in behavior, in nearly all political jurisdictions markets will lack 
much ambition. Prices will be low. Rather than trying to create globally linked 
market systems that cover all sectors, progress will come from doing the opposite: 
narrowing the scope of market policies and focusing them on sectors and places 
where administrative and political systems allow effective outcomes. Offsets and 
nearly all forms of cross-border linkages are not only bound to fail but actually 
impede the environmental goal of deep decarbonization because they flood the 
market with credits that do not reflect genuine reductions.

Market policies must be redesigned so that they aren't irrelevant Potemkin markets 
but, instead, have impacts on behavior even as regulatory and other industrial 
policy instruments actually do most of the heavy lifting. That redesign involves 
stripping away excess allocations of emission credits -  allocations that were needed 
politically to create market instruments in the first place. (This process of stripping 
away what many firms see as assets is politically fraught, but the experience in 
Europe shows how it can be done when administrators are given the skills and legal 
authority.) Reform requires eliminating problematic offsets and accommodating the 
interests they once served via less damaging means. It also requires policies such 
as administrative price collars that shift cap-and-trade systems away from 
high-volatility credit schemes and toward systems that have more reliable price 
trajectories: that is, to make them look and operate more like carbon taxes. 
Reforms won't be easy, but we outline a strategy that is politically coherent. It is 
also a limited vision. Successful reforms will enable market policies to play 
supporting roles in deep decarbonization, not the lead.

Chapter 8 is about how, with rightsized markets, governments can make a big dent 
in the carbon problem. Because our assessment of market policies is so damning, 
and our reform strategy involves sharply constraining where and how markets are 
used, a book that radically narrows the proper role for markets must also offer a 
vision for other approaches that would be more effective. Thus, in chapter 8, we 
tour the academic literature along with the real-world policy experience to show 
that, in fact, many governments are already using highly effective policy 
instruments. These include smart, adaptive regulations designed to experiment in 
places where key facts are unknown and to learn from that experience. They also



include direct government support for fledgling technologies -  branded., negatively, 
in the United States as industrial policy, but actually highly effective in places where 
market forces on their own can't generate needed outcomes, such as investment in 
new deep decarbonization technologies. Smart strategy includes, as well, dealing 
with what is the central political challenge for first movers and deep cuts in 
emissions: the impact on competition in a global economy. This problem, we show 
in chapter 8, can be solved by governments working directly with other 
governments to create more level playing fields. The tools they have available are 
numerous -  including coordination of investment and procurement policies, as well 
as border tariff adjustments. Grappling with these realities requires new thinking 
about trade policy, which, for decades, has been focused on lowering barriers to 
trade as a means of creating bigger markets and more prosperity. In a world that 
gets serious about climate change, a different strategy will be needed -  one that 
can threaten and raise barriers to penalize laggards so that leadership on deep 
decarbonization leads to global decarbonization and not just dead ends.



Finally, chapter 9 concludes with a brief review of our overall argument. It also 
points to some important unknowns -  areas that we did not explore in this book 
that are useful places for additional research and policy experimentation.
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Ambition
In theory, the flexibility and economic efficiency of carbon markets should make 
them ideal for maximizing the effort to control carbon pollution. Markets can be 
ratcheted tighter as society's willingness to address the climate problem grows 
more acute, and the fact that market policies put less of a drag on the economy 
means that more resources can be devoted to cutting carbon. This chapter explains 
why carbon markets fall short of those promises.
Carbon markets are never allowed to work according to textbook theory -  instead, 
they always operate as subsidiary to far more ambitious regulatory programs. Even 
where political leaders are pursuing cap-and-trade or carbon tax policies, 
regulations, not market policies, continue to dominate the overall effort to control 
emissions. Rather than lead the charge on climate policy, markets end up weak in 
practice and feature low prices that fail to reflect what society is willing to spend on 
reducing emissions.

Political and institutional forces explain these outcomes. The primary reason is 
deeply rooted in the politics of controlling emissions. Carbon pricing policies require 
policymakers to impose visible and politically costly price increases on 
consumer-facing products such as electricity, gasoline, and diesel fuels. In contrast, 
regulatory policies like energy efficiency standards or renewable energy mandates 
are stealthier in their impacts. Consumers, who in democracies are also voters, 
rarely know much about what they cost -  even when those costs are significant. 
Firms in highly organized industries are much more aware of the costs imposed by 
regulation, but those firms often favor regulation over simple market-based 
strategies because it confers many benefits: regulation can create barriers to entry 
(making it harder for new firms to compete, to the benefit of incumbents) and 
stabilize expectations (reducing the risk of long-term investments). As a result, 
policymakers generally face lower resistance when pursuing pollution reductions 
through relatively opaque and more predictable regulatory measures.

The interaction between markets and regulations only exacerbates this dynamic. 
Because regulations dominate initial climate policy portfolios, cap-and-trade 
schemes end up trading only a residual share of emission reductions. Rather than 
determine effort, they clean up whatever is left over after regulations do their work. 
When a regulation requires a firm that is also subject to a cap-and-trade program 
to reduce its emissions -  even at a relatively high cost -  those emission reductions 
also act to reduce demand for allowances in the cap-and-trade program.1 Two 

effects follow. First, the market price ends up significantly lower than the marginal 
cost of controlling emissions, an outcome that enables policymakers and 
environmental groups to promote the appearance of low costs. Second, over time



the market price also becomes subject to greater volatility as program ambition 
deepens. Because uncertainty over macroeconomic trends and technological 
change is large and markets are thin, the range of possible market-clearing prices 
widens2 -  increasing the odds that, if the going gets tough, carbon prices could rise 

to politically unacceptable levels. These risks further reduce policymakers' interest 
in relying on carbon markets to control emissions, even as political pressure mounts 
for greater climate policy ambition.

In addition to these core political forces, the institutions through which policies are 
designed and implemented are tilted against making full use of market-based 
strategies. Market policies often require high institutional barriers to political choice. 
For example, legislators in California needed to secure a two-thirds supermajority 
vote to extend the state's cap-and-trade program through 2030;3 a similar state 
constitutional requirement in Oregon proved too difficult a political barrier for a 
2019 cap-and-trade bill to surmount. In Europe, part of the reason the region's 
cap-and-trade system was adopted is because it was branded an environmental 
measure -  and thus could be adopted by a qualified majority -  whereas fiscal 
measures like carbon taxes require unanimity. Meanwhile, regulatory programs are 
often much easier to adopt. Existing statutes give policymakers some authorities 
they can use through administrative action; other existing laws, in many settings, 
can be expanded from their original purposes (such as addressing local air 
pollution) to address some warming emissions. New laws to enable new regulations 
generally require only simple majority votes to enact. Thus, even when 
market-based policies are adopted, they are layered on top of popular regulations 
that were developed first, remain anchored in place, and are more readily 
supplemented with new regulations. Many clever analysts imagine the potential for 
grand bargains -  where comprehensive market-based strategies replace all 
conflicting and distorting regulations -  yet these kinds of deals are not observed in 
the real world of climate policy and will be resisted mightily by interest groups that 
know that such regulations actually get most of the work done.
Together, political and institutional forces combine to produce markets that are thin 
and feature mostly low carbon prices that mask a society's real ambition to cut 
emissions -  what we call Potemkin markets. Potemkin markets work on the surface 
of the economy even as other forces -  notably regulation and industrial policy -  are 
much more important to the realities of emission patterns and investment in new 
technologies that lay the foundation for deeper emission cuts in the future. They 
also create the impression that policy costs are low and markets are performing 
well, even as most of the real work of emission control is done through regulatory 
instruments that impose higher costs and deliver greater benefits.



Understanding why cap-and-trade programs tend to become Potemkin markets is 
an essential first step from which the rest of our analysis follows. This chapter takes 
that step by explaining why politicians prefer regulation despite all the good 
theoretical arguments that markets are better policy, why institutional barriers 
make it even harder to adopt markets, and thus why these political and institutional 
forces produce Potemkin markets. Our argument is not that market instruments are 
an inherently rare species; rather, it is that structural incentives produce 
Potemkin-market outcomes that largely fail, on their own, to have much impact on 
emissions.

Why politicians prefer regulation
Textbook academic theory offers a straightforward economic prescription for 
climate change. Climate change is a global market failure caused by greenhouse 
gas emissions. People and firms pollute excessively because pollution is costless -  
these harms are "externalized" on others, including future generations, who face 
the bulk of climate impacts. If policy could instead "internalize" these costs by 
making polluters (and those who buy their products) pay for their emissions, 
pollution would fall and intergenerational well-being would improve.4 

There are two ways to internalize climate externalities. One is to control the 
quantity of pollution and let the market figure out a price -  a policy called 
cap-and-trade or emissions trading, which creates a carbon market. The other is to 
control the price of pollution and let the market figure out the quantity -  a carbon 
tax.

A cap-and-trade program puts a price on carbon by creating the limited, tradeable 
right to pollute. In theory a cap-and-trade program could stand alone, doing all of 
the work necessary to achieve a jurisdiction's climate goals. Prices would emerge 
from the market to reflect society's choices about the severity of the problem (as 
defined through the level of the cap), in tandem with the cost of technologies and 
behavioral changes required to reduce pollution. This market-oriented approach 
would provide a number of benefits. Uniike direct regulation, which couid be 
relatively more expensive because government administrators may not have the 
knowledge or incentive to order the least costly choices, a carbon market would 
create the private incentive to find and select the cheapest emission reductions.

In contrast to a cap-and-trade program, carbon taxes set the price polluters must 
pay and let the market sort out the consequences. Although taxes provide perfect 
clarity on price impacts, pollution outcomes under taxes can't be known in advance, 
only estimated. Many policymakers and environmental NGOs seize on these 
differences and purport to prefer cap-and-trade programs because these 
instruments set firm limits on the total pollution. Not only does that not turn out to 
be true -  cap-and-trade systems are easily gamed, such as by issuing low-quality 
offsets (chapter 5) -  but these preferences have as much to do with politics as



substance. Because a carbon tax requires the policymaker to identify a specific 
price for pollution, it also paints a target on the policymaker's back: anti-tax 
opponents can easily finger exactly how much the policy would raise everyday 
people's utility or gasoline bills. Since the polling data suggest that the public are 
wary about policies that have visible costs even when they want the more abstract 
benefits -  they want both "cheap and clean," as the title of one of the best books 
on public opinion polling around energy topics proclaims5 -  this attribute of direct 
taxation is a huge political liability. (It has proven even more difficult to enact 
carbon taxes than carbon markets in all but a few jurisdictions, likely owing to the 
perception that emissions trading is more of an environmentally beneficial program 
than a politically toxic tax. To the extent those perceptions make it easier to enact 
a market instead of a tax, however, they raise similar political challenges on 
implementation. A stringent market leads to high carbon prices, just like a 
meaningful carbon tax.)

The theory of market-based climate policies promises low overall economic costs 
for society as a whole. But what matters to the political leaders who design policies 
-  especially leaders who are attentive to the perspective of voters -  is whether the 
costs are visible. They care about political viability first, and economic optimality 
later (if ever). If a benevolent philosopher-king would pursue first-best economic 
policies, the self-interested politician first considers political risks and opportunities. 
Regulatory policies that might impose higher overall economic costs on the 
economy usually present lower visible costs than would be the case under a carbon 
pricing policy. That pattern is a feature, not a bug, to politicians who are wary of 
over-stepping on climate policy. Only a few jurisdictions, such as many of the 
Nordic countries, enjoy overwhelming political support for ambitious climate policy 
and thus can tolerate the high visible costs it can entail. (Even there, the costs are 
less visible because regulation gets used for the most expensive policies.) For 
others, the fundamental political incentive to avoid visible cost impacts tilts the 
playing field against carbon pricing policies and toward regulatory instruments. 
Those disparities are further reinforced by positive feedbacks in the political 
economy of regulation. When executed well, regulations provide larger and more 
reliable benefits to clean energy industries and their supporters -  even in polities 
that enact high visible prices from market-based instruments.
So if visibility of costs drives the political economy of instrument choice, what 
counts as a visible price impact? The answer depends on who is affected, the level 
of consumer awareness, and whether or not there is a tangible alternative against 
which to compare price impacts. In sectors such as transportation fuels, the costs 
of policies are highly visible to consumers; in highly regulated industries such as 
electric power, by contrast, consumers often don't know what they pay for goods 
and services that cause emissions. While consumer awareness varies considerably, 
large commercial or industrial customers almost always know how policies are likely



to affect their costs and are already well organized politically -  factors make them 
better positioned to advocate for their self-interest as a result. Variation in 
awareness of cost impacts affects the feasible choice of policy instruments in 
different sectors.

Many of the most ambitious climate regulations apply to the electricity industry. 
Consider a utility mandate to procure a certain amount or share of renewable 
energy. If the cost of renewable energy is more expensive than conventional fossil 
fuels (ignoring pollution and other important but opaque social impacts), then the 
price of electricity might rise as a result of the regulatory mandate. But very few 
residential customers are aware of the price they pay for each kilowatt-hour of 
electricity. They might not be indifferent to costs -  if they knew -  but most are 
neither interested in nor informed about what determines utility bills. Indeed, by 
design, utility bills do not provide information about the counterfactual costs of 
relying on a more polluting resource mix, so only truly engaged consumers who 
wish to calculate these matters for themselves will make much headway in 
understanding how much they are paying to reduce climate pollution. In contrast to 
residential customers, many industrial or large commercial customers pay close 
attention to utility rate regulation, are sensitive to price increases, and organize 
politically to oppose costly action. Regulators know this and can differentiate costs 
by sector in the design of utility rates, shifting costs around to reflect both 
economic and political pressures. Regulated utility models therefore allow 
policymakers capacity to accommodate price impacts across interest groups and 
customer segments, potentially reducing overall political opposition.
The transportation sector provides additional examples of how the visibility of price 
impacts shapes policy outcomes. Consider climate pollution standards for cars and 
trucks. Many governments have standards that require automakers to achieve 
certain fleet-wide pollution metrics in each sales year. These standards have the 
effect of raising costs for vehicles. If utility bills make a big difference in many 
people's lives because they can eat up a significant share of low-income 
households' expenditures, buying cars and trucks is a major decision for practically 
all but the very wealthiest households. One would therefore expect that consumers 
are highly attuned to price impacts from pollution standards in this sector. As with 
the electricity example, however, there simply is no obvious counterfactual price 
against which to compare real-world policy costs. Professional economists can 
readily calculate (and then debate) these cost impacts, but consumers generally 
cannot. Further complicating matters is that higher upfront costs are frequently 
offset by lower operating costs owing to higher fuel efficiency or reliance on 
alternative fuels like electricity.

Many consumers might not notice the effect of fuel economy standards, but the 
vast majority are highly attuned to the price of gasoline and diesel fuels they 
regularly pump into their vehicles. Gas stations advertise the price down to the



decimal point, competing for business and anchoring drivers on a daily basis to the 
prices of these fuels. For many living on limited budgets, the weekly expense of 
driving to work or shuttling kids to school is a regular reminder of both the marginal 
price and total operating costs of the family vehicle. As a result, policies that 
directly increase the price of gasoline can be easily translated by policy opponents 
into simple terms that most people monitor and care about. (Europe has levied 
significantly higher taxes on transportation fuels since the 1970s, resulting in total 
consumer fuel costs that are approximately double the level in the United States. It 
would be tempting to suggest that European consumers are therefore immune to 
concerns about transportation fuel price increases that dominate US policy 
discussions. We see those facts differently: after years of taxation, there simply is 
no low-tax reference point against which consumers compare current fuel prices in 
Europe. This does not mean that consumers in Europe are indifferent to higher fuel 
prices, but rather that they are anchored to a different reference point and may be 
just as sensitive to changes against that reference point. When that reference point 
changes, political support for the offending policy can come unglued -  as the 
French yellow vests movement illustrates.)
Few politicians are knowledgeable enough to discuss the marginal cost of carbon 
required to implement one climate policy or another, but nearly all elected officials 
want to know if a policy will drive up gasoline prices. Policies that create visible 
impacts on transportation fuels are arguably the hardest around which to organize 
political coalitions because they affect low-information voters most directly. An 
economy-wide carbon market might well reduce costs to consumers relative to an 
abstract suite of alternative regulatory policies, but it potentially makes every 
associated politician liable for the consequences of its impact on visible fuel prices. 
Most regulations -  particularly those that target other sectors -  simply don't face 
these real-world barriers.

Regulatory paradigms also give policymakers greater control over the incidence of 
costs and benefits among regulated industries. In an ideal market-based policy, 
private forces, not government decisions, should determine the allocation of costs 
and benefits according to the logic of economic competition. While that may be a 
virtue to market proponents, it can be a liability to politicians because most political 
behavior is not indifferent to the allocation of resources -  politics is mainly about 
who wins and who loses, and thus political systems are extremely sensitive to 
questions of resource allocation. By concentrating benefits on a preferred subset of 
actors and shifting cost away from politically well-organized groups, regulations 
create greater political stability and help sustain broad, supportive constituencies. 
Compared to the potentially disruptive forces shaping market outcomes, these 
dynamics prove to be more resilient to political change and therefore more 
self-reinforcing.



The benefits that regulations and fiscal policies create tend to amplify the political 
preference for low-visibility cost impacts. Because much more ambitious regulations 
are politically easier to achieve at first, interest groups that benefit from climate 
policy tend to focus their limited resources on further strengthening those efforts. 
The best example is the renewable electricity industry. In most jurisdictions, utilities 
signed renewable energy contracts because regulatory mandates required them to; 
these mandates, along with direct price supports like tax incentives, drove early 
investments in clean energy. While a carbon price could help make renewables' 
competitors more expensive -  and thus accelerate renewables' deployment -  the 
value of direct subsidies and renewable mandates has been far more impactful than 
real-world carbon prices. No wonder, then, that renewable energy companies rarely 
focus on carbon pricing policies even though they are one of the constituencies that 
would benefit from higher carbon prices.

Because regulations are relatively popular and easy to enact, they are also more 
credible. The US transportation sector illustrates how these political dynamics lead 
to greater overall support for climate progress, even when a change in leadership 
allows for regulatory rollbacks. During the Obama Administration, the United States 
and California agreed on a set of relatively ambitious climate pollution standards for 
new cars and trucks.6 With a regulatory agreement codified in law, some 

manufacturers invested capital in supply chains designed to produce low- and 
zero-emission vehicles. The subsequent election of Donald Trump promised the 
fossil fuel industry extraordinary opportunities to roll back regulations.7 When 

presented with the option of flatlining vehicle emissions standards, however, 
several major manufacturers balked and preferred to sign on to only a modest 
weakening of the existing standards -  a compromise position put forward by the 
California climate regulator.8 Some firms may have already committed significant 

investments in getting part, if not all, of the way toward the ambitious Obama-era 
standards; some may have decided to make big bets on a bright future for 
zero-emission vehicles; and others may have been concerned that a future 
Democratic administration would impose tough requirements against recalcitrant 
manufacturers. By creating stable expectations to guide investment decisions, 
regulation created strong ongoing incentives for some regulated industries to 
cooperate -  or at least negotiate -  even when the political context shifted.

A similar dynamic can be seen in the US oil and gas sector. A modest Obama-era 
climate policy required oil and gas developers to control methane emissions from 
fossil fuel production.9 Once again, the Trump Administration sought a complete 

rollback of the Obama rules and received a mixed reaction from industry. Not only 
did some large oil and gas firms appreciate that a stable regulatory environment 
would allow them to make long-term strategic plans, but some also saw a 
competitiveness advantage in their ability to set up a cost-effective national 
comnliance reaime -  somethina not all firms are necessarilv well nrenared to do.



As both examples illustrate, industry knows a lot about what policies cost. But when 
regulations are at stake, powerful incumbent firms are also keen to ensure stability 
-  and, where possible, to use regulation to cement their competitive position. The 
same cannot be said for carbon pricing programs. These policies tend to produce 
low and volatile prices, not stability. When rolled back, they tend not to return 
under new leadership because imposing carbon pricing policies is politically costly 
and difficult -  a fact that Australian political leaders learned when, having unwound 
an unpopular carbon market scheme, they were unable to create a new one even 
though Australian voters had become much more concerned about climate change. 
All the key political actors involved in choosing and implementing policy instruments 
have learned these lessons, which is why regulatory interventions are so much 
more durable and effective than markets.

Why real-world institutions constrain policy choices
Institutional decision rules increase real-world barriers to effective carbon pricing. 
We focus on two here. First, carbon pricing policies often face supermajority voting 
requirements that impede their adoption or necessitate political deals that weaken 
their implementation. Second, the prominence of subnational actors in climate 
policy is often celebrated for the fact that these actors exhibit a level of policy 
ambition that exceeds that of their national counterparts, but subnational 
governments typically lack the institutional capacity and legal authorities needed to 
make ambitious multilateral markets work in practice. Both institutional attributes 
constrain the real-world potential for carbon pricing policies.
Supermajority voting rules are an essential but largely overlooked element of the 
history of carbon pricing policies. Although the details vary across democratic 
polities, many governments operate under constitutional or other legal regimes that 
create specific barriers to market-based policies.

Europe famously adopted the world's largest cap-and-trade program for 
greenhouse gases, but it is w idely understood that the choice between 
market-based policies -  that is, between carbon markets and carbon taxes -  couid 
only have led to a market owing to the legal authority of the European order.10 The 

European Union's legal powers are limited, reflecting decades of treaties and 
political negotiations between member states. What holds Europe together (mostly) 
is a compromise between the need for some central authority and much national 
autonomy. Under EU law, fiscal policy measures, such as EU-wide taxes, require 
unanimity among member states, whereas activities in a few other areas, such as 
environmental regulation, require only a majority vote. Environment is different 
because it is the one area where Europe has learned to speak, more or less, with a 
common voice. Thus, while a carbon tax offers price stability and creates 
interactions with regulatory policies that are much more straightforward than is the 
case with carbon markets, taxes were not a realistic option when Europe stepped
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In contrast, a carbon market could be designated an environmental measure 
because of its focus on setting up a program to regulate the limited right to pollute 
-  albeit at the cost of unpredictable and potentially volatile carbon prices. Political 
leaders knew that setting up a market would be difficult, so when they passed the 
enabling legislation in 2003 they framed the effort in phases. An initial pilot phase 
(2005-7) would establish the market. A second phase (2008-12) would align with 
the Kyoto Protocol. Phases 3 (2013-20) and 4 (2021-30) would align the market's 
design with European climate goals for 2020 and 2030, respectively.

The initial phase of Europe's market was famously overallocated. While Europe 
used majoritarian rules that were favorable for adopting environmental measures, 
the political and administrative capacity of environmental regulators in Brussels was 
highly limited at first. To get the system going, the individual member states were 
permitted to establish their own allowance budgets in phase 1 -  an important 
political compromise that brought more members along. Not surprisingly, however, 
the collective result was that members printed too many permits and spot market 
prices fell to zero once the extent of overallocation became clear.11 In phase 2, 
which began with fresh allocations, prices stayed higher because, over time, 
European regulators won the right to set EU-wide emissions budgets in more of a 
centralized manner and with greater oversight of market-wide outcomes. In short, 
Ell climate regulators gained authority and learned how to use that authority 
effectively.

The Western Climate Initiative -  a partnership between subnational markets in 
California and Québec (see chapter 1) -  also reflects institutional barriers to carbon 
pricing. California's claims to climate leadership are well known, but what is less 
well known is that the state is also home to conservative anti-tax movements. Since 
the 1970s, popular ballot initiatives have amended the state constitution to impose 
supermajority voting requirements on legislative initiatives that raise taxes.12 A 

carbon market that auctions pollution allowances to private parties, like California's 
does, could be said to raise taxes -  and, indeed, such a lawsuit was brought 
against the program.13 Although the state regulator ultimately prevailed in court, a 

newer constitutional amendment foreclosed the regulator's initial legal theory, 
which was valid only through the end of 2020. A market crisis arose when it 
became clear that the program was overallocated on that same time horizon and 
could not credibly be extended to reach the state's 2030 emissions goal without a 
supermajority legislative vote.14 Eventually, state leaders came together to 

negotiate an extension in 2017, but had to make serious concessions to the oil 
industry and other incumbent stakeholders to secure a legislative supermajority.15 

These political compromises rolled back state and local regulatory authority over oil 
and gas emissions while perpetuating an overallocation problem that keeps the 
market ineffective, despite its rhetorical prominence in state policy strategy.



Ironically, earlier legislation that established California's ambitious 2030 greenhouse 
gas limit and provided complete legal authority to develop non-market regulations 
to meet this goal required only a simple majority vote. But because the state 
constitution raises the bar for legislative action that involves revenue-raising 
mechanisms -  even if all of the revenue were returned to taxpayers or used to 
reduce sales or income tax -  it was much more difficult in practice to enact 
market-based policies, despite growing demand for climate action from California 
voters.16 Whereas in Europe institutional rules have, over time, allowed and 

encouraged a more powerful central regulator that has made cap-and-trade more 
effective, institutional rules in California led to political outcomes that diminished 
the climate regulator's powers.
California is arguably the most prominent example of this phenomenon, but is not 
the only polity with supermajority voting restrictions. A number of other subnational 
jurisdictions in the United States have similar requirements. Oregon was poised in 
2019 to adopt cap-and-trade legislation to link with California's program, but 
Republican legislators literally fled the state to prevent a legislative quorum and the 
Democratic leadership ultimately dropped the bill in response.17 Had the bill been 
legally viable on a simple majority basis, Oregon might now be on a path to linking 
a new carbon market with California and Québec.

A second set of constraints affects subnational governments. These jurisdictions are 
often the most ambitious when it comes to climate policy, yet they also have 
specific institutional attributes that make it hard to meet their goals. For one thing, 
few subnational governments have large and technically sophisticated regulators; 
California is arguably the rare outlier in this regard.18 Yet even in California, a large 

and sophisticated regulatory apparatus has learned that running a market takes 
different skills from crafting regulatory mandates and technology programs that 
address conventional air pollutants. When it comes to managing multilateral 
markets between subnational governments, that challenge is exacerbated because 
subnationa! governments lack the legal authority and political power to negotiate 
treaties.19

Consider the case of the Western Climate Initiative (WCI). When California and 
Québec linked their carbon markets together to form the WCI, they drafted an 
agreement in 2013 that provides a series of procedural and substantive 
commitments each party makes with respect to one another. In 2017 Ontario 
signed a similar document and joined the WCI as well. By their own terms, 
however, these documents are not treaties. They do not create any formal, legally 
binding obligations because subnational governments lack the legal authority to 
write treaties.20 Just like the 2015 Paris Agreement, there is no formal legal 

mechanism to enforce cross-border promises that are made but not kept in the 
WCI program. That may be all that is feasible at the global level, but when it comes
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markets., legally unenforceable is not a particularly credible standard. When the 
politics of emissions trading came unglued in Ontario under a new, conservative 
government, the province pulled out of the WCI without following even the 
superficial terms of the joint agreement its predecessor government had signed.21 

There was no significant impact on the market because all players knew that 
Ontario could withdraw and, indeed, once the provincial elections took place, would 
almost certainly withdraw. That the market could anticipate and price these impacts 
is no small comfort -  all this tells us is that the market knew Ontario's promise to 
remain in the WCI program was unenforceable and therefore not credible.

A similar set of patterns can be seen in the northeastern United States' Regional 
Greenhouse Gas Initiative (RGGI). Originally comprised of ten states that set up a 
linked cap-and-trade program for electricity sector emissions, RGGI wobbled slightly 
when a Republican administration in New Jersey decided to withdraw. Litigation 
and public relations campaigns aimed to keep New Jersey in the trading program,22 

but what eventually brought the state back in was the very force that precipitated 
its departure: political regime change.23 Firms and governments participating in 

RGGI know that states may come or go, with the consequences managed through 
an informal political process rather than a legal one.



However disappointing the examples of Ontario and New Jersey might be. they 
show how there is no legal recourse for withdrawal from subnational multilateral 
cap-and-trade programs. Multilateral market links operated by subnational 
governments have limited credibility because market participants know that if 
political fortunes change in one jurisdiction, there are few options remaining 
jurisdictions have to enforce their commitments. That is not to say that these 
markets are incapable of delivering climate benefits, but rather that they cannot 
effectively constrain their linked partners' behaviors and therefore can't be too 
ambitious. National governments face similar challenges in keeping multilateral 
efforts together, as we discuss later in the book, but they have more tools at their 
disposal, including treaties, other forms of law, and significantly greater capacity to 
use trade and other policy instruments to reinforce their preferred political 
outcomes. In contrast, the only multilateral market links that can be formed by 
subnational governments are relatively fragile and thin.

The logic of Potemkin markets
The political advantages of regulation combine with the institutional barriers to 
ambitious market-based policies to yield what we call Potemkin markets. 
Governments that pursue climate policies end up relying primarily on regulations to 
advance the goals of clean energy and reductions of greenhouse gas emissions. 
Those that also deploy carbon markets end up in a common situation, at least at 
first: markets with iow prices and weak environmental outcomes. Regulation ends 
up doing most of the real work in cutting emissions and the markets trade what is 
left over. This tendency is not an accident, but rather a feature built into the 
political logic of policy processes that select cap-and-trade systems. And because 
Potemkin markets trade a residual share of emission reductions via a highly visible 
and politically sensitive policy instrument, policymakers keep them perennially 
oversupplied to avoid surprise political shocks. As a result, the apparent costs of a 
market program -  as seen in the price of emission credits -  is much lower than the
real cost of senous chmdie puncy. The market looks like a beautiful. low-cost
program for achieving environmental goals. Yet, in reality, what's behind the 
market -  behind the façade -  is what is really cutting emissions.24 

Like the fabled Imperial Russian villages, a visiting official on a quick tour would be 
left with the impression that all was well. Potemkin markets feature low prices and 
play minimal roles in the actual decarbonization efforts of their sponsoring 
government. They give the politically useful -  but frequently misleading -  
impression that a government's climate policy is simple, cost-effective, and ready 
for broad emulation. Fundamentally, they mask the economic and political 
dynamics at work under the surface of a complex policy structure.
The key to understanding Potemkin markets lies in the interaction between 
regulations and market. Consider a utility company that needs to acquire 
allowances to cover its greenhouse gas emissions under a cap-and-trade program



and is also subject to a renewable energy regulatory mandate. The mandate might 
require the utility to procure relatively expensive clean energy for its customers, 
which creates costs that the utility has to assume no matter what else is going on 
in the carbon market. Thus, from the narrow perspective of the market's 
supply-demand balance, the regulation provides a zero-cost supply of emission 
reductions. The utility reduces its emissions because of the clean energy mandate, 
so it demands fewer allowances in the carbon market and therefore pays less to 
comply with market rules, even if it pays more overall as a result of the regulation's 
costs. In turn, a reduction in demand for allowances leads to lower market-wide 
prices, even if the total social cost of the regulation and market compliance costs 
are higher in the end. As a result, markets end up "thin": they trade only the 
residual emission reductions required after regulations take effect.
Because regulations depress market prices and ambitious regulations are far more 
readily adopted than strict markets, core political forces strongly favor Potemkin 
market outcomes. And once markets launch in Potemkin conditions, two related 
forces work to keep them that way. Reforms are possible, as we address later in 
the book, but the political pressures that create Potemkin outcomes don't abate and 
therefore need to be understood.
The first reinforcing factor is a simple extension of the relative political advantage 
regulations enjoy over markets. Once policymakers create a market that operates 
alongside regulations, those regulations will reduce the carbon price below what it 
would be if the market stood alone. From the perspective of economically optimal 
policy design, the regulations may no longer be needed. Politically, however, 
regulation persists because there is no powerful constituency for its removal. 
Existing (and even new) regulations added on top of existing markets both deliver 
concentrated benefits to specific stakeholder communities and have the advantage 
of reducing the visible carbon price that applies more broadly. As policymakers 
contemplate deeper emission cuts, the logic for regulation multiplies in power 
because direct regulation helps policymakers keep carbon prices from rising to 
politically unsustainable levels. Regulation offers stability that is extremely valuable 
-  as seen, above, when industries have organized to block regulatory rollbacks.

The second factor is the political value of market oversupply or overallocation, a 
concept that is as pernicious as it is technical. Polluters put a high value on excess 
allocations because uncertainty about the future means these extra credits can be a 
hedge. But in the market, the effect of these excess allowances accumulating in 
private accounts is to depress market prices and create a surplus stock of pollution 
rights.25

Some analysts see this as merely a transient problem -  a necessary initial payoff to 
powerful interests. However, oversupply in a program's initial years propagates 
over time through a concept called allowance banking. Markets typically feature 
generous or unlimited banking rules for allowances. Firms that acquire allowances



they don't need for immediate compliance purposes can "bank" them for future 
use.
The idea behind banking flows directly from economic theory, but runs head-first 
into political practice. A market leaves it up to private parties to decide where, 
when, and how to reduce emissions. A firm that can cut its emissions cheaply will 
want to lower its demand for allowances and, if the firm already received its 
allowances from the government for free, sell its extra allowances to others. Once 
faced with a market-based incentive to cut emissions, some firms may even move 
to cut emissions early and save up unused allowances for future years when costs 
will be higher. Others might want to accumulate unused allowances to help them 
weather variable compliance costs. For example, electricity sector emissions will be 
lower in years with abundant rainfall and therefore greater hydropower production, 
but higher during droughts. Thus, a utility company might wish to save some extra 
allowances during rainy years and save those allowances in anticipation of drier 
weather periods. But once a large bank develops, any effort to clear it up would 
impose additional visible costs on market participants. As a result, the tendency to 
enable early oversupply conditions via early giveaways creates a problem that only 
becomes more difficult to manage over time.

Not all banking is bad. A moderate amount of allowance banking reduces market 
price volatility and facilitates early emission reductions. Moreover, in the mind of 
analysts, banking aligns with the geophysical properties of carbon pollution. What 
matters is control on cumulative emissions. Cap-and-trade systems can limit those 
emissions by fixing the total number of allowances added up across every year of 
the program -  an approach that offers flexibility around when emissions are cut but 
tells us nothing about when emissions will occur. However, nearly every 
government's climate target is expressed on an annual basis: that is, a government 
will promise to cut emissions by a certain calendar year. The technical relationship 
between cumulative program caps and annual policy goals is complicated, opaque, 
and easily manipulated to serve the short-term optics of a political decision to 
commit to big goals without implementing the policies necessary to achieve them. 

Oversupply of pollution rights has proved to be a large problem because the 
political demands of firms for compensation in the form of excess allocations are 
amplified by uncertainty. Setting limits on pollution that are ambitious but not 
excessively costly requires regulators to make predictions about future emissions, 
which they need in order to set caps that are lower (but not too much lower) than 
these levels.26 Unfortunately, predictions like this are almost always wrong and may 

be getting even more uncertain as the pace of technological change increases in 
the energy system.27 When layered on top of strong regulations and designed in 

the face of significant uncertainty about macroeconomic conditions and 
technological change, thin markets tend to produce volatile outcomes: that is, the 
odds are good that they will end up either cheap or expensive, but rarely in
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implausible high price outcomes, policymakers will generally prefer lax program 
caps over those that could create politically implausible prices.

Other exogenous forces can exacerbate these trends. Most notably, the great 
recession of the late 2000s and early 2010s led to significantly lower-than-expected 
economic growth across Europe and North America, which hosted all of the major 
carbon markets at the time. Each of these markets experienced an exogenous drop 
in demand when emissions fell owing to poor macroeconomic conditions, and not 
as a result of either carbon market or regulatory incentives. The supply of 
allowances remained fixed, however, and contributed to growing allowance 
surpluses in each program. Climate policymakers have no direct control over 
macroeconomic conditions, and thus the structure of classic cap-and-trade 
programs creates an asymmetric political bias in favor of oversupply conditions: 
when recessions occur, demand falls but supply stays fixed. Efforts to remedy the 
impacts require policymakers to take actions that can be directly translated into 
visible and politically unpopular price impacts on electricity and transportation fuels. 
Worse, implementation of any such reforms needs to consider, as a practical 
political matter, the timing between visible energy price increases and 
macroeconomic recovery.

Allowance banking exacerbates all of these political challenges by propagating any 
errors from one trading period to the next. This is one reason why European 
policymakers prevented banking from phase 1 into phase 2 -  banking overallocated 
allowances from phase 1 would have diluted the impact of phase 2 and possibly 
made it harder for the EU to comply with its Kyoto obligations. Because banking 
was not allowed, spot prices in the market's initial, overallocated phase crashed to 
zero. This example is often cited as a warning about what happens when there is 
no allowance banking because the price crash was embarrassing and cast doubt on 
the program's future performance. That perspective is entirely understandable as a 
matter of public relations, but exactly the wrong lesson to draw. Rather, the EU's 
wise decision to disallow banking meant that the program's initial overallocation 
problem was fully contained in the experimental pilot phase.29



Finally, oversupply conditions can be intentional as well as accidental. Politicians 
can take advantage of the fact that few people are capable of understanding when 
oversupply causes a cap-and-trade program to fall short of what society is willing to 
invest to address the climate problem. At times, oversight by environmental NGOs, 
which should be mobilized to avoid those outcomes, ends up lax as well -  with 
some groups too steeped in political compromise to see how the overall system is 
undermining their environmental goals.

Conclusion



Regulations offer political advantages over market-based policies like cap-and-trade 
or carbon taxes because the costs they impose are less visible to the voting public. 
Better still, regulatory costs can be targeted to avoid policymakers' most organized 
opponents. Because regulations are more popular with politicians and the public, 
they are more credible and therefore provide greater advantages to emerging 
industries and their supporters -  including the development of guaranteed demand 
for low-carbon products and barriers to market entry that benefit incumbent firms. 
Meanwhile, the rules that govern institutional decision-making create powerful 
barriers against adopting effective market-based policies. These forces combine to 
produce Potemkin markets: thin programs that are subsidiary to strong regulations 
and price only the residual emissions left over after regulations do their work. 
Potemkin outcomes are not transient but built into the structure defined by the 
political and institutional factors we identified in chapter 1. Political leaders have 
strong incentives to maintain overallocation conditions, which keep prices low and 
avoid political resistance from organized industries and from voters when market 
systems affect goods and services whose costs are highly visible. Overallocation 
comes at the expense of watering down climate benefits. Lax markets risk getting 
stuck in low gear as oversupply conditions propagate through generous allowance 
banking rules. Potemkin markets create the appearance of low-cost policy 
outcomes while obscuring the more significant regulatory efforts that, although 
costing more, accomplish much more, too.
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Coverage and allocation
According to theory, a carbon market should cover as many sectors as 
administratively feasible, and include as large a geographical territory as possible -  
ideally global in nature. The greater the sectoral and geographical extent of the 
program, the more opportunities there are to identify least-cost emission reduction 
opportunities. In addition to universal coverage, an ideal market would also allocate 
allowances in an even-handed way. Incumbents and new entrants, in the purest 
visions for markets, would be required to buy their pollution allowances from the 
government at auction. Even-handedness is necessary so that the allocation of 
valuable allowances doesn't distort competition. A giveaway to incumbents might 
allow them simply to ignore the potential impact of the market scheme on their 
behavior -  enabling them to keep on polluting, especially if they thought they could 
keep getting more giveaways as time goes on. Excess generosity might even allow 
them to use the windfall to entrench their position and slow the rate at which 
society cuts emissions.

In theory, a market designed according to these principles -  featuring broad 
sectoral and geographical coverage, along with benign allocations -  would unleash 
powerful incentives for firms and households to find the cheapest way to control 
emissions regardless of sector or activity. Each participating sector would face the 
same marginal cost of complying with the program, with maximum economic 
efficiency for the economy as a whole.
The real world is completely different. When policymakers design cap-and-trade 
programs, they adopt highly uneven and usually narrow sectoral coverage. 
Moreover, they develop allocation rules that are often highly distortionary and 
explicitly designed to blunt the impact of carbon prices on the most competitive 
sectors of the economy: those that are exposed to international trade. Although 
these interventions are intended to reduce incumbents' political opposition to 
carbon pricing and accommodate legitimate competitiveness concerns, free 
allocations can metastasize to the point of de facto exemptions that "grandfather" 
legacy polluters' economic positions -  effectively relieving them of the obligation to 
make major emission cuts. Worse still, they send a clear message that market rules 
are endogenous to politics. Rather than constitute one-time compromises necessary 
to get a system off the ground, excessively generous handouts signal that market 
rules are up for continuous negotiations that favor incumbents.
These real-world approaches -  pockmarked with warts from the perspective of 
ideal market policy design -  reflect powerful political and institutional forces at 
work. This chapter explains why, in the real world, policymakers struggle to design 
markets that cover multiple sectors and why the sectors they do cover receive 
differential treatment. (We address geographical coverage iater, in chapters 5 and



6, and explain why politicians make choices in that domain that are also so different 
from the theoretical ideal.) Looking at sectors, we answer two questions in this 
chapter: what determines which sectors get covered by cap-and-trade programs, 
and why are sectors treated so differently in practice?
The answer to both questions turns on how the variables introduced in chapter 1 
cause outcomes in the real world that vary radically from theoretical ideals. We 
think of these dynamics in terms of the demand for accommodation from affected 
stakeholder groups and the supply of policy strategies that adequately respond to 
those demands.

One cluster of important variables is the political organization of interest groups 
that are affected by carbon prices. These forces determine the demand placed on 
policymakers to respond with accommodations. Both consumer and business 
concerns play a critical role here.
Consumers' concerns turn on the visibility of price impacts. The more visible the 
market's impact on the price of consumer-facing goods, such as gasoline, the less 
likely the policy will earn consent or support from consumers (that is, the voting 
public). By contrast, businesses' concerns derive primarily from the impact of higher 
prices on their competitiveness, which we refer to as their trade sensitivity. Firms 
that use a lot of energy to make goods that face commodity competition -  for 
example, refineries that make gasoline and diesel fuels -  will be more sensitive to 
energy price impacts than others in the services sector for whom higher energy 
costs aren't a significant drag on corporate profits, such as software companies. 
Firms that are in export-oriented commodity businesses are especially sensitive to 
policy because even a small shift in costs can affect global competitiveness; by 
contrast, firms whose products trade only within the local jurisdiction are less 
sensitive to these differential costs. Together, the energy intensity and trade 
exposure of a firm determines its overall trade sensitivity.
These factors -  the visibility of consumer price impacts and the trade sensitivity of 
affected firms -  determine the degree of political resistance to policies, which will 
vary by sector. Of course, resistance does not mean that policies fail. Political 
leaders under strong pressure to act on climate change might be able to overrule 
powerful dissenting voices yet survive (or even thrive) politically -  a situation that 
prevails in much of Europe today and is plausibly extending to some parts of the 
United States like California and New York. But to the extent that political leaders 
must take dissent seriously, even in jurisdictions with favorable politics, they must 
turn to various mechanisms they can use to respond to the concerns of voters and 
industry.

A second cluster of variables concerns the government's institutional capacity to be 
politically responsive to these organized voices. In highly regulated sectors, such as 
electricity, regulators can structure rebating mechanisms to alter the incidence of 
compliance costs across customer classes as the politics demand. Where that



scalpel-like capacity to alter impacts does not exist, then blunter instruments may 
be needed -  including provision of free allowance allocations to highly organized, 
trade-exposed industries. Free allocation programs, in turn, can be based on careful 
empirical analysis of competitiveness risks, where governments have that capacity; 
or they can end up more as a reflection of the political power of organized interest 
groups when government capacity is lower. The greater the government's capacity 
to manage impacts on competitiveness and other attributes that politically 
organized groups care about (such as environmental justice concerns over the 
distribution of local air quality impacts), the more likely a cap-and-trade program 
will be able to include that sector.



While the real world is even more complex, this chapter will argue that these two 
clusters of factors -  the demand from consumer and business interests to mitigate 
price impacts, and the capacity of government to be politically responsive to those 
demands -  explain much of what is observed with regard to which sectors are 
covered by market systems and why their treatment varies.

Which sectors get covered
Firms differ in their sensitivity to the cost of climate policy -  with the greatest 
sensitivity in industries where higher costs of production are hard to pass along. 
Consumers (voters) aiso vary, but are principally concerned with visible costs. 
These two types of political sensitivity lead to demands on political leaders, who 
can respond, as we argued in chapter 1, within the limits of their administrative 
capabilities.

In parts of the world where political leaders have powerful incentives to address the 
climate crisis, they might be able to ignore much of the political opposition they 
encounter and adopt aggressive climate policies. There are few examples today. As 
discussed in Figure 1.1, Jesse Jenkins at Princeton University looked at the fraction 
of world emissions under different pricing regimes and found that only a tiny 
fraction (less than 0.1%) faced carbon prices consistent with a substantial effort on 
climate change (around $100 per ton C02-equivalent).1 Those places -  such as 

Sweden -  are pioneer providers of global public goods, and the planet is better for 
their actions. But they account for a tiny and shrinking part of the total problem. 
Even in places where the public is deeply committed to action, political leaders can't 
operate in ways that are insulated from politically powerful groups' dissenting 
views. Instead, they must find ways to manage the costs of their policies that are 
most debilitating in political terms. That requires making tough choices about which 
groups are most powerful politically. It also requires looking to a variety of 
mechanisms that program administrators can use to manage political and economic 
impacts. In effect, political leaders guide the process of designing and 
administering market systems to manipulate sectoral accommodations in ways that 
are responsive to the concerns of politically organized and powerful stakeholders. 
That arsenal of capabilities includes direct control over prices in sectors where 
those prices are regulated (and where firms, to a point, can continue to operate 
and tolerate price control). In the extreme, debilitating political pressure can lead 
politicians simply to exclude the sector from the market's coverage.
The convergence of political forces and the varied institutional capabilities of 
government to respond to those forces explains the scattered sectoral coverage of 
real-world cap-and-trade systems. Empirically, that can be seen by assessing how 
real-world systems have varied in their sectoral coverage and treatment from two 
different angles.



One angle is to look at the effective price of carbon in a society. If a society adopts 
a carbon market that generates a nominal price of $100 per ton of C02 emissions 
(or a tax scheme with the same price) and all major sectors of the economy are 
included, then its weighted average carbon price is $100. If some sectors are 
excluded, however, then the weighted average price drops. Figure 3.1 shows this 
difference between the highest nominal price and the weighted average price, 
thanks to an extraordinary data set compiled by Geoffroy Dolphin and his 
co-authors that reports carbon prices in fifteen sectors for each country and thus 
allows a granular look at the political and administrative choices made by 
governments when they decide which sectors to include.2 Each country's highest 

nominal carbon price is shown by the grey dots and line in the figure But the 
highest nominal carbon price tells only part of the story because in every country 
there is at least one major sector that is exempt completely, and often many more 
-  even in countries that are highly committed to action, such as Norway and 
Sweden.3 One can also look at a country's effective price of carbon by weighting 

each sector's applicable carbon price by its share of emissions -  as shown by the 
black dots and line in Figure 3.1. Fluge exemptions for major emitting sectors mean 
that, in effect, even the countries that have high carbon prices don't really apply 
these high prices to all emissions. Indeed, they typically exempt or rebate some 
sectors -  in particular, highly trade-sensitive sectors. This logic applies equally to 
carbon markets and carbon taxes (both oolicv instruments are included in theV ■ #

figure) because the underlying political and administrative logic that leads some 
sectors to exemption operates independently of the instrument involved. 
Trade-sensitive sectors know what they want, and they are organized politically to 
get it.

Figure 3.1 Highest nominal vs. weighted economy-wide carbon prices 
Source: Based on data for carbon prices in 2014. Sector-specific data were provided 
by Geoffroy Dolphin and weighted average prices are published in Geoffroy 
Dolphin, Michael G. Pollitt, and David M. Newbery, "The political economy of carbon 
pricing: a panel analysis," Oxford Economics Papers 72(2) (2020): 472-500. For 
more information, see http://geoffroydolphin.eu/carbon-prices-data/
The second perspective on coverage comes from looking in a granular way at 
exactly which sectors are included in cap and trade systems, as summarized in 
Table 3.1 for the major carbon markets around the world.

Notably, every single program includes the electricity sector because it is the most 
inward-looking, the least trade-sensitive, and the most manageable through



existing regulatory structures. (Perhaps not coincidentally, the electricity sector is 
also where the most promising low-carbon technologies are already commercialized 
-  recall Figure 1.2 -  and the most ambitious regulatory policies can be found as 
well.) Including utilities in cap-and-trade programs has the added advantage of 
allowing a cap-and-trade program to expand its coverage to areas of the local 
economy, including residential and commercial buildings, where direct regulation of 
emissions is all but impossible as a practical matter: no realistic policy could impose 
direct obligations on every single home, office building, and community center, but 
requiring the utilities that serve all of these customers to manage their customers' 
climate pollution is eminently more tractable.

Table 3.1 Sectoral coverage of major carbon markets
Source: Authors' summary based on International Carbon Action Partnership, 
Emissions Trading Worldwide: Status Report 2019.

Electricity Industry Transport F o r e s t r y  / 
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X

E u r o p e a n  U n i o n  
Em iss ions T rad i ng  
System (EU ETS)

X X

W e s t e  rn C lim a te 
In i t i a t i v e  ( W C l )  
(California, Québec)

X X X

South Korea X X X

New Zealand X X X X

China (National) X

China (Subnational) All All B e i j i n g  a n d  
Shenzhen only

In contrast, the industrial sector presents greater challenges. Not only do firms in 
this sector generally face sign ificant trade exposure that can lead to 
competitiveness problems and leakage of emissions, investment, and jobs, but 
policymakers generally have fewer tools available to accommodate affected 
industries. They primarily rely on free allowance allocation, as discussed below. For 
these reasons, fewer cap-and-trade programs include industrial emitters.
The transport sector presents multiple political challenges. For one, the political 
visibility of transportation fuel price impacts is an acute concern for elected officials. 
Worse still, the cost of major shifts in vehicle or fuel technologies is often much



higher than decarbonization programs in other sectors., like electricity., where clean 
technologies are more advanced. That's why Potemkin markets never generate 
many emission reductions in the transportation sector. Getting serious in this sector 
requires higher prices, but many of the stakeholder firms are highly trade-sensitive 
because they make refined products that are traded commodities. Voters are also 
disproportionately sensitive to what they pay. Because regulators have few tools for 
managing transportation price impacts, only a few markets include transportation 
fuels.



Finally, the forestry and agriculture sectors are almost always excluded from 
programs. These sectors are highly exposed to competitive pressures, highly 
organized to oppose regulation of all kinds, and difficult to managing owing to the 
diffuse and scientifically challenging problems associated with monitoring emissions 
from land-use-related activities. Rather than end up covered under mandatory 
cap-and-trade programs, these politically powerful sectors are usually engaged 
exclusively via voluntary carbon offset incentives -  an issue we return to in chapter 
5.4

\ A /1>“\ l f r  A I'A l-l'A /"J r liffA M A A  4-lw
W i l y  DCL-LUI D Q IC  LI CQ LCU  UI I ICICI IL i y

The fundamental political challenge with a multi-sector cap-and-trade program is 
the law of one price. Once a sector is included in the program, the market 
equilibrates on a single price that applies to all sectors. For theorists, this 
phenomenon embodies the beauty of the market: it is how market forces find 
least-cost solutions across multiple sectors. For politicians, however, the law of one 
price can be a nightmare. Governments need to be politically responsive to the 
politically organized concerns of each sector -  each with its own distinctive 
concerns, yet each now facing the same price on emissions. In a single-sector 
market, the law of one price presents fewer political challenges because the whole 
scheme can be adjusted to address the organized political pressures of the sector. 
But when a trading system covers multiple sectors -  or multiple different industries, 
as is the case when the expansive "industrial sector is included -  then the political 
challenges multiply.
The key to understanding why sectors are treated differently in cap-and-trade 
systems lies with understanding the interaction between key stakeholders' demand 
for accommodations, as discussed above, and the tools available to policymakers to 
satisfy those demands. We characterize the demand for a policy response and the 
tools available to policymakers by sector in Figure 3.2 (see p. 64 below).
The full toolkit of mechanisms available to policymakers that want to be politically 
responsive is complex. In the broadest sense, however, it includes two main 
elements that are already familiar from the earlier discussion. One element is direct 
regulation in the sector -  so that politically important impacts from carbon prices 
can be compensated in other ways. The other element is free allowance allocations, 
which compensate firms that are worried about economic harms from the market's 
cap on pollution. The suite of available tools helps explain why sectors are treated 
differently from theory and from one another.

For purists, these kinds of political needs are orthogonal to the beauty of the 
market concept -  indeed, most pure visions for emissions trading simply ignore 
these kinds of sectoral details. For practical analysts, however, they present a 
necessary condition for markets' enactment and political durability. The question for 
practical people is not whether politically organized groups will demand 
compensation. Rather, the question is whether government can deliver that



compensation efficiently with minimal distortion to the rest of the economy and the 
environmental goals of the policy. If compensation is laser-guided, then the 
real-world operation of pollution markets can be a lot more effective at achieving 
environmental goals while remaining politically viable. But if compensation is 
clumsily excessive, firms will receive excessive rents.
The waste of public resources is concerning enough, but what is most problematic 
about inefficient accommodations is that it signals to exposed industries that the 
terms of market design are up for constant political renegotiation. If some firms 
succeed in capturing greater accommodations than they need, then all firms might 
draw the lesson that the best reaction to inconvenient market conditions in the 
future should be in the form of political lobbying for their own fresh 
accommodations, not cost-effective compliance.
The industrial sector is most complex, so we start there. Industry is largely rooted 
in free enterprise in most western countries, where, to date, there has been the 
most robust experience with efforts to create emissions trading systems. The 
industrial sector is still subject to regulatory requirements, to be sure, but most 
major investment decisions are based on market forces. The ability of government 
to intervene without consequence is limited. Moreover, a growing share of industry 
is exposed to international competition, which makes such firms highly sensitive to 
the cost of key inputs like energy. If political leaders want to include the industrial 
sectors in emissions trading schemes, they must be ready to address the reality 
that these sectors will have acute exposure to program costs and thus will demand 
political responses. And in most of industry -  at least outside the electric power 
sector -  the only element of the toolkit available is the free allocation of emission 
credits. For sectors whose industrial organization is largely around free enterprise, 
direct regulation isn't available as a powerful and reliable element of the toolkit.

If free allocation is the main instrument that industry requires, we must look closely 
at how government makes decisions about how many free allocations to offer. An 
extensive academic literature has developed to suggest that these kinds of political 
responses don't need to undermine the market price's fundamental incentive to 
reduce emissions. According to this logic, the "opportunity cost" of freely allocated 
allowances means that even companies receiving complete free allocation 
nonetheless have an incentive to reduce their own emissions if the cost of any such 
reduction is less than the prevailing price for allowances -  just as they would if they 
had to purchase allowances from the government at auction. The reasoning goes 
that if a company receives some or all of the allowances it needs for compliance 
purposes yet could reduce emissions at the cost of $10/tCO2e when the allowance 
price is $15/tC02e, then it would make a profit of $5 for every ton it reduces -  and 
therefore it should do so, whether or not it receives some or all of those allowances 
for free.



One clever concept designed to harness the option value of allowances to protect 
firms against leakage while retaining a meaningful policy incentive to reduce 
emissions is called "output-based allocation" -  in essence, a formula that 
determines the number of free allowances a firm receives based on the levels of its 
actual production and typically scaled by its emissions intensity relative to 
industry-wide benchmarks.5 Firms that consider the opportunity cost of free 
allowances they receive under output-based allocation methods should face a 
similar economic incentive compared to firms that buy all of their allowances at 
auction. (Nevertheless, all of these approaches shift wealth from the public -  as 
reflected in the value of the emission allowances that governments might otherwise 
auction -  into private hands.)
The academic logic behind free allocation strategies is impeccable under idealized 
conditions, but like almost everything we discuss in this book what really matters is 
how decisions are made and markets operate under real-world conditions. In the 
real world, allocations of free credits -  and the corresponding transfer of wealth 
from public to private -  reflect powerful political and organizational forces that 
distort policy outcomes in ways that undermine the efficacy of market-based 
strategies. Most important is that the interest groups that demand political 
responses have no incentive to limit their demands.6 Instead, extensive lobbying 

efforts make it difficult for policymakers to implement complex allocation formulas 
on the basis of actual leakage risks. Affected groups are powerful politically, and
policymakers are contemplating allocation formulas under conditions of high 
uncertainty. Nobody really knows the exact level of compensation needed, and 
empirical evidence about the impacts of emissions trading systems is hard to come 
by.7 Under those conditions, technocratic methods are imprecise and it is easier for 

politically organized groups to demand more as a hedge against uncertainty. The 
most prominent example of this behavior recently occurred in California's 
cap-and-trade program, which was scheduled, pursuant to extensive regulatory 
analysis and outside academic research, to significantly reduce free allowance
allocation over time.8 However, a political negotiation in 2017 required regulators to 

abandon those efforts and return to a more generous allocation formula that 
primarily benefits the state's highly organized oil and gas industry.9 

The uncomfortable truth about free allowance allocation is that its primary 
motivation -  legitimate political and economic concerns about carbon markets' 
impacts on competitiveness -  makes it hard for policymakers to provide free 
allocations that are laser-guided in precision. Firms that are highly organized press 
for free allowances, but have no incentive to ask only for what they need. Once 
they get a handout, they have no incentive not to ask again. For some companies, 
especially those operating in razor-thin global commodity markets, the question of 
free allocation is a matter of economic life and death; uncertainties in what they 
actually need can cut both ways, which amplifies their demand for generous free



allocations lest they be crushed by overseas competitors that do not face those 
costs. For others, free allocation is a question of how much compliance is going to 
cost when business isn't going to change that much; what these firms want is a 
transfer of wealth, not a lifeline -  and the bigger, the better. The challenge facing 
policymakers is how to tell the difference between the needy and the greedy -  a 
huge challenge in public administration when it is impossible to observe true need 
accurately.
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Figure 3.2 The demand for and supply of policy responses 

Figure 3.2 thus outlines the pressures on politicians to be responsive to political 
interests arising in sectors that may be included in a cap-and-trade system and the 
tools that are available to offer that response. It suggests two interlocking 
implications for how variations in political responses will affect the operation of 
cap-and-trade systems in practice. First, politicians will understand that it is just too 
complex to include many sectors under real-world conditions -  where those sectors 
demand politically responsive treatment but the tools available are too limited. 
That's a chief reason why so many cap-and-trade systems have a narrow scope. 
Second, because the decisions to provide free allocations are political, they are 
also, with some institutional constraints, always in play. In the idealized vision of 
market systems, rules are fixed and it doesn't matter much what messy deals are 
needed to get the program going. But if firms know that there will be ongoing 
political negotiations, then the rules of the market no longer deliver incentives at 
the margin for firms to cut emissions. Instead, the rules become endogenous to the 
interests of organized political groups.
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covered sectors are subject to different political and economic incentives.
Many hope that politicians could broaden sectoral coverage of markets if they 
expanded their toolkit. The most-discussed option is called a border carbon 
adjustment. Rather than subsidize a trade-exposed firm with free allowances to 
keep it competitive in global markets, simply adjusting the price on carbon 
emissions at the border would have the same effect. This policy would level the 
playing field by imposing a carbon price on imports (with the level of the fee set 
according to the emissions associated with the imported product) and a 
corresponding rebate when domestic firms export. A border carbon adjustment 
would create fairer market competition and obviate the need for free allowance 
allocation, allowing policymakers to auction valuable allowances and raise more



Border carbon adjustments are another area where beautiful theory has collided 
with practical political and administrative realities. One challenge has been simply 
calculating the level of border adjustment needed -  especially for complex 
commodities where it is all but impossible to observe the level of emissions 
overseas that arise during production processes. Several methods have been 
proposed, but these remain mainly prototype activities that have not been seriously 
tested in the face of real-world incentives for firms and governments to hide critical 
information.10 These challenges are hard enough to manage when energy and 

emission prices are transparent, but when the costs of production arise through a 
blend of markets and regulation, then estimating the implicit carbon prices -  which 
is what local firms seeking policy adjustment ultimately care about -  is even harder. 
In addition to difficult administrative challenges, important legal and political 
barriers must be cleared. For one thing, border adjustments could raise issues 
under international trade law, including the World Trade Organization (WTO) -  a 
challenge that could be surmountable with careful design, but the fragile state of 
the WTO may make more governments wary of policies that create new, 
challenging tests for that organization.11 Subnational governments may face 
additional legal challenges, including legal challenges to their ability to affect 
national or international commerce.12 Even with border adjustments available, in 

principle, industries receiving generous free allocations might be unwilling to make 
the leap and will fight any attempt to claw back their free allowances.

It's no wonder, then, that few examples of border carbon adjustments exist. A 
recent study of global efforts to implement border carbon adjustments finds that 
administrative, legal, and political barriers, including opposition from incumbent 
free allocation recipients, have frustrated even the most promising opportunities to 
implement this concept.13 Later in this book, when we turn to reforms in chapters 7 

and 8, we will examine ways to implement border adjustments as part of a larger 
strategy for international cooperation. But realism is needed about how quickly this
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explicit and implicit costs for all traded products across the whole economy, and 
more on focused programs targeting individual industries and commodity markets 
where it is easiest to administer the necessary calculations and interventions. For 
example, it is possible that industry-specific tariffs and other trade policies could 
develop in Europe around key industries, such as steel or cement, where European 
policymakers are investing in deep decarbonization and it is relatively easy to 
measure the embodied greenhouse gas emissions associated with traded products. 
These actions can be tailored to address the vagaries of a particular industry even 
as it proves harder to adopt border adjustments that apply comprehensively to all 
goods. Under a best-case scenario in which a handful of targeted border carbon 
adjustments emerge, free allocation is here to stay.



In contrast to trade-sensitive industrial firms, less sensitive sectors like electricity 
are capable of sustaining minimal free allocation. Freed from that need to be 
politically responsive by awarding free allowances, these sectors more commonly 
rely instead on allowance auctions that raise state revenues. The wealth created by 
the program stays in public hands. (Whether and how that money is spent well, 
however, is a subject we address in the next chapter.) For example, the RGGI 
program auctions the dominant majority of allowances in its electricity-only 
program; most states that participate in RGGI choose to use these funds to pursue 
energy efficiency and other clean energy programs.14 Similarly, after a controversial 

initial experience involving generous free allocation to power plants, the European 
Union has also moved to reduce most free allocation and switch to an 
auction-based approach in the electricity sector.15

Other arrangements that recycle revenues are also possible in the electricity sector. 
California, for example, has pursued a hybrid outcome in this sector that illustrates 
how the organization of business and consumer interests affects allocation policies. 
Electric utilities have long been supporters of the state's cap-and-trade program, in 
part because they received extremely generous free allocation schedules. In the 
case of private utilities, these allowances must be consigned and sold at auction, 
with the proceeds used to benefit ratepayers. Although not a direct subsidy to 
firms' owners, this approach helps cross-subsidize the electricity sector as a whole 
to achieve lower rates, a matter of concern to utility customer advocates and utility 
regulators who organized to advocate for these outcomes. Publicly owned utilities 
receive similarly generous allocations, but are allowed to use free allowances 
however they like. Thus, the California example shows how the electricity industry's 
support for carbon pricing is connected to generous free allocation, but the value of 
that transfer of wealth is diverted in large part to utility customers (in the case of 
privately owned utilities) and to local governments (in the case of publicly owned 
utilities).16 The share of the transfer made to ratepayers is a reflection of a 

pre-existing regulatory structure that allows utilities to rebate funds to each 
customer. And because those rebates are not tied to the price of electricity, they 
maintain the carbon market's incentive to reduce emissions.17 

The transportation sector presents particularly acute challenges because 
"transportation" spans two very different categories of actors in Figure 3.2. Two 
elements of transportation are industrial -  crude oil production and refining -  and 
the logic is exactly the same as that which we discussed above for trade-sensitive 
industries. But these industrial processes, while important, account for only a 
portion of total emissions that are linked to using oil-based products. The majority 
of emissions occur outside the fencelines of industrial facilities themselves and arise 
as a vast number of customers burn refined transportation fuels.
In contrast, transportation fuel markets are distinct from both industrial facilities 
and electric utilities. For fuels, what customers see is the net price of the fuel on a



per gallon or per liter basis., inclusive of taxes and other policy costs. For electric 
utility service, however, the price customers face is a lot more complex. Electric 
service ratemaking allows regulators to pass the cost of consuming polluting 
electricity to the consumer on a volumetric basis -  think cost per kilowatt-hour -  
while nevertheless enabling rebates at the individual customer level. As a result, 
rebates can keep customer bills from rising too much while nevertheless preserving 
the incentive to reduce consumption. Those arrangements simply are not 
administratively possible in existing transportation fuel markets.



When governments have few tools to address the consumer-facing impacts from 
including transportation fuels in carbon markets, the pressure on political leaders to 
allocate allowances generously in the sector and to keep prices low is magnified. 
For example, oil and gas firms in California receive free allocations to cover a large 
share of their own emissions, but consumers still pay fully for the marginal cost of 
emissions. Because industry firms are well organized from the start and consumers 
are politically powerful if prices get too high, overallocation prevails. As a result, 
California's market is stuck with lower prices that affect not just the transportation 
sector but also every other sector in its market.18

Conclusion
The economic benefits of carbon pricing derive from a uniform price signal that 
applies across all sectors of the economy -  a feature that also presents a major 
political liability for policymakers. As a result, program coverage in practice is rarely 
universal and often only applies to a handful of economic sectors. Two factors help 
explain what sectors are included: key stakeholders' sensitivity to price impacts 
(based on the visibility of price impacts to consumers, and firms' trade sensitivity), 
and the government's institutional capacity to respond to these stakeholder 
demands. Industrial emitters that are subject to competitive pressures in global 
commodity markets are hard to include in a market; those that are highly regulated 
and inwardly focused, like electric utilities, are much easier to include. The 
transportation sector is difficult to include because it is the most politically sensitive 
for consumers and lacks any obvious means to mitigate highly visible cost impacts. 
The uneven treatment of sectors tells us three things about cap-and-trade systems 
that will be important as the rest of the book unfolds. First, trading systems will 
have much more modest leverage on emissions than originally expected because 
only a small share of total emissions is typically included. With improved 
administrative capacity and better toolkits -  something evident, notably, in the EU 
today -  coverage could expand, but the conditions that make that feasible are 
politically demanding. Second, where policymakers do expand coverage 
prematurely, their programs could end up stuck in Potemkin conditions if they are 
unable to respond to stakeholders' demands for policy accommodations -  just as 
California relies on allowance overallocation to maintain low prices and preserve the 
market's political acceptability in the face of concern over gasoline price impacts. 
Third, because each political jurisdiction will make decisions about coverage and 
treatment that are bespoke to local conditions, it is likely that there will be 
variations -  possibly large variations -  in the practical implementation of trading 
systems across countries. Simply linking together these highly dissimilar systems 
will not be practical as a means to facilitate international climate policy cooperation.



Each of these topics we now take up in more detail -  starting with the implications 
of emissions trading systems that are Potemkin-like in design, thin in coverage, and 
plagued by low prices.
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Revenue and spending
"Follow the money," as the old adage goes.
Cap-and-trade programs create valuable new property rights in the form of 
pollution allowances that can be distributed to emitting firms for free or auctioned 
by the government to raise funds. Many industries demand free allocations, as 
discussed in chapter 3, but in most emissions trading systems governments rely, at 
least partially, on auctions. Moreover, the fraction of allowances auctioned generally 
tends to rise as governments reduce -  or at least aim to reduce -  the extent of free 
allowance allocations. Over time, revenues grow.
How societies spend the money raised through these sales is vital to understanding 
the politics of emissions trading.

Technical studies of cap-and-trade programs generally treat auction revenues as a 
secondary consideration. What really matters is environmental effectiveness, and 
what creates effectiveness is broad coverage and sufficient program ambition: that 
is, tight and declining program caps that require serious emission reductions. 
Together, the theory goes, these factors will send a signal to firms that they must 
shift toward a low-carbon trajectory. Insofar as there has been much thinking 
about what happens to the revenues that are raised along the way, economists 
have urged that they be spent on reducing other distortions in the economy, such 
as taxes on labor or capital. This is why, ironically, some studies of carbon markets 
have shown that these policies may actually expand economic output even as they 
reduce the costly externality of global warming emissions. Indeed, the field of 
green tax and fiscal reform is inspired by this kind of logic.1 

In the idealized view of emissions trading systems, all allowances are auctioned and 
emission limits are strict. These conditions lead to large and growing public 
revenues as carbon prices rise. Those massive revenues, in turn, create massive 
opportunities for broader tax reform. Center-right political interest groups in the 
United States have recently called for a gradually rising carbon tax to replace direct 
federal regulation of greenhouse gases, with carbon tax revenues returned to US 
citizens as flat, per capita dividends.2 Many others on the left and center-left have 

made similar cases for taxing carbon (without rolling back other regulations) and 
spending the potentially huge revenues in various ways, including dividends.3 Over 

the last fifteen years, many market-based proposals have been introduced in the 
US Congress.4 None has yet become law, but the proposals reflect the view, among 

elite experts, that large carbon revenues could reduce federal budget deficits or a 
wide variety of corporate, payroll, and personal income taxes.
Our view is different. We appreciate the appeal of broad-based markets that 
primarily recycle revenues in economically efficient or socially attractive ways. That



logic, however, is not particularly relevant to the real world of policy design for two 
reasons. One is that the revenues from cap-and-trade auctions and carbon taxes 
are much smaller than theorists imagine for the reasons outlined in chapters 2 and 
3. (Tax systems tend to generate much more predictable revenues, so outcomes 
tend to match expectations for these instruments.) The other is that in a world of 
small revenues the political groups that tend to organize around how revenues are 
spent push for outcomes that are radically different from those predicted by 
analysts who imagine that a flood of revenues will inspire broader tax reform. 

Revenues from carbon markets have been small because these schemes follow the 
logic of Potemkin markets. Prices are low because far more ambitious controls are 
imposed on firms through direct regulation, sectoral coverage is often narrow, and 
many industries are able to secure extensive free allowance allocations from climate 
policymakers. Those are the messages from chapters 2 and 3. Moreover, as we 
show next in chapter 5, firms can often rely heavily on carbon offsets, which 
depresses prices further and reduces the volume of money that can be raised 
through auctions. As a result, real-world implementation of emissions trading 
schemes yields low carbon prices and modest program revenues, at least initially.
To give a numerical example, consider the European Union over the three-year 
period 2013 through 2015, a representative time for which there is full and reliable 
reporting. If one were to apply the social cost of carbon -  a US-based metric that 
attempts to calculate the global costs of climate pollution, which was estimated at 
about $36 (€32) per ton of C02-equivalent in 20155 -  then the potential revenues 

from a comprehensive carbon pricing program would be massive. Over that 
three-year time period, the EU emitted about 13.5 billion tons of C02-equivalent,6 

which would be worth about $542 (€453) billion at the then-applicable social cost of 
carbon. But the actual revenue raised by the EU ETS carbon market was only $14.3 
(€11.8) billion over this period, or about 2.6% of the potential.7 This forty-fold 
difference between potential and actual revenue is rooted in three explanations -
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social cost of carbon, ranging from about €3-7 per ton over this period in history, 
rather than €32.8 Second, the EU ETS only covered about 41% of total EU-wide 

emissions, spanning the electricity and industrial sectors, where it was easier for EU 
regulators to manage the politics and also easier to monitor and administer 
emission sources. And, third, many emitters received free allowances and thus 
didn't have to buy them from the government at auction; indeed, over this period 
only about half of allowances were sold at auction.9 (As an even more extreme 

example, the South Korean market has freely allocated more than 97% of its 
allowance budgets through 2020.10)

Without massive revenues, there are no massive political forces organized to shunt 
the money into sundry worthy social purposes. Instead, small revenue streams 
attract oniy the attention of more specialized interest groups that are abie to



operate without much notice or any meaningful political competition. For the most 
part, those groups are the same ones that are already organized to push climate 
policy -  green groups and their allies -  and they have specific ideas about how the 
money should be spent. What these groups want is "green spending," and how 
they achieve that goal is central to the topic of this chapter: how revenues get 
spent.

How the money is spent matters enormously for the long-term impacts of carbon 
markets. If well managed, this approach can fund programs that lower emissions -  
in effect, compensating for the fact that the market itself has a narrow scope, low 
prices, or usually both.11 Spending also matters because there are other market 
failures that can't be solved with efficient markets: for example, market prices 
aren't a substitute for R&D and deployment programs that allow testing of radical 
new technologies that will be required for truly transformative technological 
change. These radical new ideas are public goods; markets, even with an ambitious 
price on carbon, won't adequately supply them.12

The logic for why good spending strategies are important is clear enough. The 
problem is that the politics, at present, mostly don't reinforce good spending 
practices. Interest groups that line up for funds want money that supports their 
own near-term agendas, whereas the firms that would benefit most from 
transformative investments either do not exist or are relatively powerless in their 
economic youth. That is the perennial problem of politics when transformation is 
the goal, as must be the case with climate change. Politics is the domain of the 
incumbents, for the most part, and transformation is a threat. This challenge is 
particularly acute when it comes to spending the funds raised by market-based 
instruments, because those revenues are precious and, handled well, could 
facilitate the needed transformation toward deep decarbonization.13

The problem of bad spending -  in the case of climate change, not allocating funds 
to the most efficient investments for cutting emissions over the long term -  is a
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groups channel funds to their interest groups at the expense of the broader public 
good. The challenge for any climate policy is that there are two flavors of pork -  
one a lot more rancid than the other. Constructive pork is the normal stuff in any 
policy that raises revenue, with some revenues channeled to specific beneficiaries 
to get the policy enacted and sustained. It is fun to dream about perfect policy, but 
in politics deals must be made. More pernicious is what we will call "green pork" -  
funds spent on programs that pretend to advance environmental goals, but do so 
inefficiently. Political forces favor green spending, which could be a boon for the 
environment, but they also favor green pork.



This chapter will explain the two key steps in this logic: first, why green spending 
programs are so important to the politics of emissions trading; and, second, why 
the political forces that shape these programs also turn them into inefficient green 
pork. We see the former argument as immutable -  it is intrinsic to the politics of 
emissions trading. But the latter is not, and thus one key to making emissions 
trading work better is rewiring the politics to favor greater environmental impact 
and economic efficiency in how the revenues are spent.

Why politics favor green spending
In an imaginary world where carbon revenues are huge, policymakers couid use 
market instruments not just to help cut pollution, but also to catalyze broader fiscal 
reforms: for example, direct payments to voters to buy their support and 
redistribute wealth, or reductions on income or corporate taxes. In theory, these 
reforms would make it possible to engineer the political, social, and economic 
outcomes of market-based schemes to build broader and more durable political 
support. In the United States, where political polarization on climate is extreme, 
some dream of grand political bargains to couple environmental action to tax 
reforms that magnify political support among conservatives, who have consistently 
been less supportive of mandatory climate policy but have strongly favored tax 
cuts.

In the real world, where revenues are modest, the politics are quite different. The 
revenues raised are significant for ciimate policy, but they aren't iarge enough to 
motivate broad fiscal reforms or attract the kind of attention that large-scale tax 
and fiscal policy processes usually do in their respective jurisdictions.
Climate insiders are all too familiar with the problems of Potemkin markets and free 
allocation compromises, which come as no surprise to those working on these 
policy systems in practice. Many key stakeholders -  including both government 
policymakers and their NGO allies -  tend to prioritize carbon markets' limited 
revenues as a mechanism to make up for lost environmental ambition from low 
prices. These groups typicaiiy organize around a green spending modei that 
channels revenues toward additional emission reductions.

What is remarkable given the importance of how revenues are spent is how little 
research has tried to explain these patterns.14 To get started, in Figure 4.1 we show 
the shares of green spending observed in cap-and-trade and carbon tax systems 
around the world, compiled by the World Bank and based on an insightful dataset 
from researchers at the Institute for Climate Economics in Paris. While this figure 
shows detail on all the major programs, Figure 4.2 zooms out and looks at the 
broad trends. Across all forms of market instrument, green spending is the largest 
single mode of expenditure, accounting for about $25 billion of the total $46 billion 
raised by carbon pricing policies in 2018. Substantial resources are also raised, 
especially with carbon taxes, for general revenue -  a reminder that governments



are always on the prowl for funds. A serious industrial policy program, as we will 
outline in chapter 8, will magnify those needs.

Figure 4.1 Global revenue use patterns for carbon taxes (left) and markets (right)
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Source: World Bank, "Using Carbon Revenues," Partnership for Market Readiness 
Technical Note 16 (Aug. 2019).
As with any political process, however, the details vary a lot because the politics are 
complex. For example, an important share of California's allowance budget goes to 
private, investor-owned utilities for free. Utilities then consign these allowance to 
auction for sale and are required to use the proceeds for the benefit of ratepayers. 
The result: a twice-a-year climate credit on residential ratepayers' bills. This 
outcome reflects the multitude of other political forces needed for ongoing support 
of the program: consumer advocates who need to secure lower customer bills; 
utility companies that don't want climate policy costs to crowd out their ability to 
propose profit-making (and rate-increasing) investments; and policymakers who 
need to demonstrate that cherished policies don't cause a visible cost for residential 
customers, a huge voting bloc. Notably, policy proponents were able to lock this 
system into place via requirements that apply outside of an annual government 
appropriations process -  and because these funds are never appropriated by 
governments, they do not show up in any of the data behind Figures 4.1 and 4.2.

Figure 4.2:Revenue uses by policy instrument (million USD in 2018)
Source: World Bank, "Using Carbon Revenues," Partnership for Market Readiness 
Technical Note 16 (Aug. 2019).

In other contexts, the politics are different. Under the RGGI program, the details 
vary by state since each controls its own revenue spending (Figure 4.3). Most 
states devote most of the resources to green spending, with the majority of funds 
flowing to state energy efficiency and clean energy programs. A few states -  such 
as Maryland and New Flampshire -  use a portion of their proceeds for revenue 
recycling purposes. As policymakers try to have a bigger impact on the status quo, 
they will be forced to find the revenues they will need to compensate more groups 
that are disrupted -  which, over time, may raise the use of revenue recycling and



targeting to specific groups. However, at least in the early stages of implementation 
-  when prices are low, revenues are small, and special interests are highly 
organized to capture them for green investments -  the data show that revenue 
recycling plays only a minor player overall.
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Source: RGGI, "The Investment of RGGI Proceeds in 2017" (Oct. 2019), 
https://www.rggi.org/investments/proceeds-investments. We include reported 
spending on energy efficiency, clean energy, and climate mitigation in our "green 
spending" category.

The RGGI program also reveals some of the political dynamics that can emerge 
when political leaders decide to re-purpose funds. The Governors of New York and 
New Jersey have both diverted RGGI revenues to the state's general fund at points 
in the program's history, raising concern from environmental NGOs and others who 
have supported a green spending agenda.15 Similarly, California's Governor 

borrowed $500 million from California's green fund for the state's general budget 
fund in 2016.16 That these experiences were noticed and generated some pushback 

suggests organized political support for green spending is resilient.



So far, so good. Revenues from market-based systems are smaller than might be 
imagined. And while the details differ from market to market, at least the political 
forces seem to favor greenery.

Why green spending becomes green pork
Unfortunately, the political and institutional forces that yield green spending have 
not generated the same scrutiny of whether green spending is actually producing 
much greenery. Instead, what has happened to these programs is pork. In politics, 
pork is an expenditure that is designed to disproportionately benefit other a special 
interest rather than the broader public good. This couid be, for example, a 
prominent employer or campaign donor in the district of a politician who is 
concerned about the impact of carbon prices on his or her constituents; or it could 
be the pet project of an NGO that reliably promotes the climate policymaker's 
excellence with the general public. In the world of spending, green pork is the 
result when expenditures are cloaked in the green rhetoric of climate benefits, but 
motivated primarily by other political objectives.

Some politically oriented spending may well be necessary, so we don't mean to 
suggest that all pork is bad. What's so problematic about green pork is its tendency 
to produce spending that is politically inefficient: that is, money that is essentially 
diverted away from the most effective means of purchasing political support for 
more ambitious carbon pricing, or delivering true public goods in the form of 
environmentally effective investments. Because recipients of wasteful green pork 
spending become entrenched and organize to retain their funding, politically 
suboptimal commitments can get locked into place.
The central reason why green spending becomes pork is institutional. Where 
financial spending mechanisms are disconnected from the rigorous systems of 
accountability typical of public finance, it is easy for special interest groups to 
channel resources to favored causes without normal scrutiny. Most cap-and-trade 
spending programs have minimal transparency and oversight of carbon revenue 
expenditures; when spending decisions are made by entities outside of the centrai 
budgeting process, there are fewer public interest stakeholders and there is less 
sunlight shining on the process. All these attributes make it harder for political 
constituencies that favor more diligent spending to organize and be effective. 
Because the funds are small, at least at the outset, the potential benefit from such 
political mobilization is small and elusive. Without political allies to support better 
choices, green spending tends to become green pork.
What's particularly interesting is that two different kinds of pork operate under the 
same banner of greenery. One is traditional pork that re-brands as green: some 
interest groups that are pursuing self-interested goals that are largely unrelated to 
climate can plausibly assert minimal climate co-benefits, and therefore make a 
claim of being green. (The possibilities here are enormous because practically 
everything is linked to climate change one way or another.) This kind of pork, if



essential to holding political support and narrowly targeted., is often critically 
important in the messy world of politics.
The second kind of green pork is more pernicious: spending motivated to address 
the climate problem but not scrutinized for real impact. This is money that green 
groups -  usually the ones that are already organized to support carbon markets 
and thus best positioned to understand and manipulate how the funds are allocated
-  want spent on their theory of greenery. There are many worthy causes when it 
comes to climate change, such as funding for land conservation, environmentally 
friendly agricultural practices, and a variety of applications that are not unrelated to 
climate pollution. Because this mix of goals is complex -  and because proponents 
can purposely hide behind the lack of clear missions or metrics in unsupervised 
green spending programs -  it is hard to smell the pork, let alone redirect the funds 
in ways that more directly contribute to the long-term challenges of 
decarbonization. Public interest finance watchdogs that do such a good job in this 
role in other areas of public finance tend to focus on other topics where the money 
is bigger and the waste more apparent. Despite the prominence of green spending 
in nearly every market-based approach to climate pollution, however, there is 
almost no independent research that scrutinizes the effectiveness of carbon 
revenue spending portfolios.
Not only do special interests have an outsized influence in generating porky 
outcomes, but policymakers themselves have a strong tendency to use carbon 
revenues to pursue politically motivated goals rather than real greenery. Over time, 
policymakers may come to look at special green funds as tempting targets. That 
role can lead to mission creep as funds are diverted toward non-climate ends, 
including spending earmarked for political leaders' self-interest.

Fortuitously, it is now possible to measure (often imperfectly) the efficacy of these 
expenditure programs. And the results reveal how variation in institutional discipline
-  one of the key explanatory factors we identified in chapter 1 -  explains variations 
in the quality of green spending. We begin with California because the data are 
increasingly clear and the state's spending strategy is seen as a model for 
emulation. Unfortunately, California's experience with carbon revenue spending 
illustrates how even the most celebrated spending programs face major challenges 
to the effective use of scarce public funding. Funds collected from carbon market 
auctions go to the state's Greenhouse Gas Reduction Fund, from which most funds 
are appropriated in support of a portfolio of expenditures called the California 
Climate Investments (CCI). State law requires that all of these funds go to support 
climate mitigation activities, at least in theory; but policymakers have, over time, 
increasingly diverted these funds to activities that have little to do with climate 
mitigation.17

By March 2020, California's cap-and-trade auctions had collected $12.5 billion, of 
which $5.3 billion had been fully appropriated and implemented by specific CCI
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government agencies and programs, but not yet fully implemented.) Periodic 
metrics purport to align self-reported costs and projected emission benefits of these 
projects, although the agency process that generates those data does not undergo 
independent analysis or external review. Notably, the reporting metrics calculate 
the cost-effectiveness on a dollar-per-ton basis using each project's total expected 
climate benefits, but only the portion of the project funding that is attributable to 
auction revenues.19 This dramatically overstates the cost-effectiveness of funded 

projects because on average these projects receive about $3 in non-climate funds 
for every $1 in carbon revenues. Thus, the climate regulator's self-reported 
cost-effectiveness averages $99 per ton C02-equivalent across its portfolio of green 
spending as of March 2020;20 but once that number is recalculated by looking at 

total project costs and total project benefits, it clocks in at $478 per ton 
C 0 2-equivalent (see Figure 4.4). For comparison, state carbon prices have 
remained below $18 per ton C02-equivalent through 2019 and the state's climate 
regulator projects that even the most ambitious regulatory policies planned for the 
state's 2030 climate limits will cost no more than $200 per ton C02-equivalent.

Even if all of the self-reported costs and benefits are perfectly accurate, California's 
climate spending is not a particularly cost-effective way to appropriate limited 
public funds in the service of climate solutions. While some of the state's spending 
might be targeting transformative investments — and a great deal is surely going to 
projects that predominantly benefit local air pollution and economic development, 
rather than global climate change -  the governance and oversight regimes are not 
designed to put a priority on spending that maximizes climate benefits. It remains 
extremely difficult to discern the transformative from the transactional -  an opacity 
that survives because it serves interests that benefit most when the system is 
opaque.

Figure 4.4: California climate policies and their equivalent carbon prices (USD per 
tC02-equivalent)

Source: Danny Cullenward, "Testimony before the California Senate Budget and 
F i s c a l  C o m  m i t t e e "  ( F e b .  1 8 ,  2 0 2 0 ) ,
https://www.ghgpolicy.org/law-and-policy/climate-budget-2020-2021. Individual 
data citations available in testimony; green spending costs updated based on 
California Air Resources Board, "California Climate Investments: 2020 Annual 
Report" (Mar. 2020), http://www.caciimateinvestments.ca.gov/annuai-report.

The RGGI program provides a useful counterpoint, as the organizations that spend 
RGGI funds are better designed to provide more discipline and accountability on



how those funds are spent. Because RGGI states use the vast majority of their 
funds to support utility energy efficiency programs or reduce customer bills, both of 
which are typically overseen by state utility regulators that have more robust 
systems of accountability anchored in public finance -  the temptation is reduced for 
a climate policymaker to become political kingmaker or for a broad array of special 
interest groups to make the case for healthy forests, climate-resilient soils, or 
whatever green-flavored spin on their self-interest resonates at the moment. State 
clean energy programs are not without their complications and potential 
shortcomings, but a robust ecosystem of analysis has developed and is situated in a 
well-established regulatory context in which consumer, environmental, and utility 
advocates can also express their views.21 Similarly, California's climate dividend 

program to provide rebates to utility customers is overseen by the state utility 
regulator in a public process that is highly accountable. The contrast with green 
spending programs' near-total lack of independent oversight is notable.

Finally, we note that the largest source of carbon revenues on the planet is also the 
least transparent in terms of how those funds are spent. Following the EU's 
successful reforms to increase EU ETS program ambitions, prices rose and revenues 
skyrocketed to €14 billion in 2018 (Figure 4.5). The volume of those funds is clear, 
but their ultimate use remains opaque and understudied.22 As far as we can tell, 

member countries self-report only the aggregate funds spent on climate-related 
purposes. What counts, and how that definition varies by country, remains a 
mystery.

Nevertheless, an interesting pattern emerges when comparing outcomes across the 
core fifteen Ell member states (including the United Kingdom) with those that 
subsequently joined to form the EU-28 (see Figure 4.6). The EU-15 member states 
dominate the GDP statistics for the EU as a whole, but receive a smaller proportion 
of program revenues -  reflecting the fact that many of the non-core members, like 
Poland, have more carbon-intensive economies. These different groups also make 
different spending choices. The EU-15 member states report that 88% of their 
revenues are dedicated to green spending, accounting for 83% of the total EU ETS 
funds going toward those purposes. In contrast, the broader EU-28 membership 
reports spending just 54% of their revenues on green spending outcomes, 
delivering only 17% of the total funds EU ETS dedicated toward those ends. In 
short, the wealthy European nations dominate the green spending agenda for the 
EU ETS as a whole, allowing the EU's newer (and often less wealthy and less 
politically green) members to spend funds on a broader array of politically 
motivated outcomes.



Figure 4.5: Program revenues in the EU ETS (million €)
Source: European Commission, "Report from the Commission to the European 
Parliament and the Council, Report on the Functioning of the European Carbon 
M a r k e t , "  C O M / 2  0 1 9 / 5  5 7 f i n a l / 2  ( J a n .  1 6 , 2 0 2 0 ),  
https://eur-!ex. europa. eu/legal-content/EN/TXT/?uri=CELEX:52019DC0557R(01).

Figure 4.6: Revenue use patterns in the EU (%)



Source: European Commission. Commission Staff Working Document. Technical 
Information, "Report from the European Commission to the European Parliament 
and the Council EU and the Paris Climate Agreement: Taking Stock of Progress at 
Ka tow i c e  C O P , "  S W D ( 2 0 1 8 )  453 f inal ,  d o c u m e n t  5 20 18 SC0 45 3 ,  
https://eur-lex. europa. eu/legal-content/EN/ALL/?uri=SWD:2018:453:FIN.

Conclusion
Low market prices, limited sectoral coverage, and extensive free allowance 
allocation significantly reduce the amount of revenue that climate policymakers 
collect from real-world markets. With smaller revenues, special interests are better 
able to organize to capture funds, especially when revenues are appropriated 
outside the normal institutional processes for public finance. All the talk about 
market-based strategies for controlling pollution has led to extensive analysis of 
options for recycling the vast revenues that might come from these systems. But a 
much smaller and different model -  green spending -  has dominated in practice. 
Subjecting green spending to fiscal discipline has proven difficult, however, so 
much of the money has gone instead to pork. Not all pork is bad; some amount of 
politically efficient pork can generate coalitions in support of higher prices and 
therefore greater revenues. But if large portions of climate funds are handed out 
too liberally for green pork, then the opportunity to use revenues to advance the 
goals of deep decarbonization will be lost. Where we can measure that opportunity, 
such as in California, there is a massive disconnect between how the society is 
actually spending precious revenues and the real opportunities for cost-effective 
deep decarbonization. The lack of independent oversight and accountability allows 
special interests to capture limited public funds and operate as insiders. Program 
administrators that control funds become powerful political players themselves, 
capable of funding NGO and academic allies to increase their own power and retain 
control in the policymaking arena.



In the next chapter, we follow the same trail of special interests aided by opaque 
procedures, insider status, and the lack of sufficiently powerful independent 
oversight to look at another pernicious element of cap-and-trade programs: carbon 
offsets. Carbon offsets reduce public revenues because they enable polluters to skip 
paying the government for allowances and instead offer firms an alternative form of 
cap-and-trade program compliance -  with the flow of funds directed by climate 
policymakers and allied environmental NGOs, all outside of the normal channels of 
public finance. With minimal oversight, powerful incumbents push for quantity, not 
quality; as a result, offsets end up enriching a small number of special interests at 
the expense of climate policy ambition.
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Offsets
The previous three chapters have addressed the internal design and 
implementation of market programs. Now we turn to the relationship between 
those markets and the outside world. Those outside relationships are an essential 
part of the story if markets are to proliferate from their geographically disparate 
origins to cover, eventually, the whole planet. Greenhouse gases warm the climate 
regardless of wherever they are emitted geographically; emission reductions, 
therefore, are valuable to the climate wherever they are physically realized.1 In this 

chapter we look at one type of outside relationship, called offsets, and in chapter 6 
we look at another, formal links between markets.

"Offsets" are emission credits that are earned one-off: a firm that wants to earn a 
credit identifies an emission-reducing project -  potentially anywhere in the world, if 
the rules that govern offsets allow. The project developer estimates the level of 
credit they should earn from the project, and then files an application with the 
market administrator to gain credit.2 Offset credits are valuable when cap-and-trade 

program regulations allow covered emitters to use offsets to cover a portion of their 
compliance obligations, effectively increasing emissions within capped sectors on 
the theory that offsets recognize a corresponding amount of emission reductions 
outside of capped sectors. In other words, offsets are designed to change where 
reductions occur, but not the total amount.3

If this sounds complex, that's because it is. Offsets' complexity is why most 
theoretical studies of emissions trading schemes favor direct links between 
cap-and-trade programs -  direct links don't require the resource-intensive 
project-by-project or sector-by-sector approach used to award offset credits. 
Because offset programs impose significant transaction costs and focus on relatively 
narrow applications, the standard theoretical view is that direct market links offer a 
superior mechanism for cooperation. What we observe in the real world, however, 
is the opposite. Offsets are the main mechanism for cross-border cooperation. But 
the quality of those offsets is particularly low -  so low, in fact, that we will argue 
that essentially all offsets should be prohibited.
According to the standard theory of emission market design, offsets are important 
for two reasons. First, carbon offsets lower polluters' compliance costs, and 
therefore their opposition to climate policy. Second, carbon offsets extend the 
incentives of carbon pricing to sectors and jurisdictions that lack their own pollution 
markets. Some even believe that by exporting voluntary climate policy incentives, 
carbon offsets also encourage the expansion of legally binding climate policies -  
potentially even new markets that link together -  as policymakers learn about new 
sectors and new sectors become comfortable with market-based regulations.



This chapter shows why the practical experience is completely different. Offset 
programs are plagued by environmental quality problems because they create rents 
and special interest groups that entrench low-quality programs, rather than 
expanding the opportunity for real emission cuts. This dark outcome reflects the 
politics of markets, which tilt carbon offset rules heavily in favor of regulated 
emitters' interests.

Incumbent firms are highly motivated to increase the volume of compliance 
instruments, and generally indifferent about w hether offsets preserve 
environmental integrity. They seek quantity, not quality. The stewards of quality -  
such as environmental groups and regulatory staff -  tend to be focused on other 
missions, under-resourced, and unwilling to self-criticize. Some are unaware that 
the systems for administering offsets are systematically biased in favor of 
low-quality projects, perhaps in part because the more robust project assessments 
that reveal this fact are mind-numbingly complex. Others are better informed, but 
nevertheless accept -  or even promote -  dubious offset schemes because they 
imagine that other benefits, such as engaging industry or generating revenues for 
prized purposes, are worth the cost. They imagine that funds attracted can be used 
for worthy purposes -  for exam ple, conservation and other forms of 
payment-based "ecosystem services" -  but do not recognize that scaling up a 
funding system anchored on low-quality projects is bound to crash.
Complex arguments about why the quality of offsets can and will improve are 
proffered, but -  once the complexity is stripped away and the evidence comes into 
focus -  it is hard to escape the conclusion that offsets have allowed higher volumes 
of emission credits and lower compliance costs primarily by eroding environmental 
quality. Better outcomes are possible in theory, but there is no potent constituency 
that favors the reforms needed. For the most part, offset programs offer a stealthy 
strategy for emitters to water down program ambitions.

Not only do the politics of offsets explain why low-quality programs become 
entrenched, but they also help explain the geography of the offset projects that 
policymakers approve. Textbook theory suggests that offset policies should be 
designed to encourage firms and investors to shop the world to find the cheapest 
projects, wherever they might be located. The biggest opportunities are typically 
overseas -  in places where poor administration leads to inefficient behavior that 
causes high emissions. Many offset programs are designed with this logic -  
allowing, in principle, geographically diverse efforts to reduce emissions that 
support policymakers' claims that market systems will deliver benefits both at home 
and around the world. Politically, however, global interests are rarely as well 
organized or politically influential in local markets as local interests. Thus, the logic 
of "shop the world" gives way, at least in part, to "buy local." Industry may love all 
varieties of offset credits equally, but there is not much political support for 
far-flung offset projects. In contrast, local offset projects -  whether high quality or



not -  create relevant political constituencies in the form of domestic investment 
and, potentially, co-benefits to environmental concerns like local air or water 
quality.
The political logic we outline in this chapter explains why offsets always fall short of 
their promise. The most important reason is that incumbent emitters care primarily 
about compliance costs, and therefore seek quantity over quality. That interest 
leads them to seek generous offset rules, including rules that allow them to "shop 
the world." Far-flung emission credits satisfy industry's demands, but have no 
constituency of their own. When scandalous evidence of poorly administered offsets 
emerges, reform follows a predictable logic. Well-organized political groups all get 
their say; offset rules are pared back and re-focused locally, where they have 
stronger supporters who are politically powerful in the local jurisdiction where offset 
rules are set. Despite all these reforms, the problem of assuring quality remains -  a 
problem so serious that we think it can't be solved.



This political logic also explains why offsets can create perverse incentives for 
groups to resist mandatory emission reductions. Offset credits are issued only when 
a regulator deems the emission-reducing activity to be additional; if that reduction 
is separately required by law, then it is no longer additional. Thus, rather than 
expand the reach of climate policy through voluntary initiatives, offsets end up 
creating strong incentives for emitters to entrench and oppose the expansion of 
legally binding policy regimes.

Why quality lacks a constituency
The fundamental challenge of carbon offsets arises from the fact that credits are 
awarded on the basis of purported climate benefits that can only be estimated, 
never observed. In order to generate real emission reductions, offset projects must 
be "additional": that is, they must reflect efforts that would not happen in the 
absence of the extra value provided by the offset credit. The additionality standard 
is extremely difficult to operationalize because the only thing policymakers can 
observe is the conditions that occur after a project is pursued, not what conditions 
would have been if an offset project were not funded. Offset credits must be based 
on the difference between these scenarios: what happened with the offset 
investment, and what would have happened counterfactually without it. Although 
the necessary calculations might be tractable with enough effort, political forces put 
a heavy thumb on the scale.
The concept of additionality can be vexing to those encountering it for the first 
time. Readers with a legal background may recognize it as essentially the same as 
the concept of "proximate cause" in torts law: an offset project that is additional is 
a "but-for" cause of the emission reductions it credits as well as the causal force 
most responsible for explaining avoided or reduced emissions. Put simply, an offset 
project claims that bad things will happen unless it receives a valuable offset credit 
to do better.
Additionality can be framed in a positive or a negative light. The offsets industry 
chooses the positive framing, of course. In the case of a forest carbon offset, for 
example, a project proponent would say: "If climate regulators see fit to award us 
offset credits, we can leverage sustainable finance to deliver climate benefits and 
healthy forests. This creates a win-win outcome that won't happen on its own, but 
can be achieved with your perm ission to earn o ffset credits and our 
triple-bottom-line investment strategy." A more direct argument lays bare the 
incentives: "Give us an offset credit or we'll cut down these trees." The key insight 
is that the project proponent claims emissions will be relatively higher without 
offset credits, and that solely as the result of a regulator issuing offset credits, 
emissions will go down by a corresponding amount.

Although offsets are generally portrayed as environmentally friendly, the logic of 
additionality is actually quite sinister. Additionality is critical because regulated firms 
can use offset credits to comply with cap-and-trade program limits, so every offset



credit that is issued enables higher pollution within the cap-and-trade program. 
Offsets will do no harm if and only if every credit reflects a real emission reduction 
to account for the higher emissions allowed within the closely administered core 
cap-and-trade system -  if quality is assured, there is no net change in climate 
pollution. Perfection is required because anything less undermines climate 
progress.4 Yet perfection is a hard standard to meet, especially when there are 

political and administrative forces arrayed against the public interest.
Not only do offsets require counterfactual estimates about the offset project itself, 
but they also require detailed counterfactual knowledge about competing projects 
and market conditions. For example, if a forest carbon offset project causes a 
certain forest parcel owner to adopt sustainable management practices that 
increase forest carbon stocks, what effect does this have on neighboring forest 
parcel owners or on substitute commodity markets? We know that drivers of 
deforestation, for example, don't disappear simply because certain landowners 
protect their holdings; even if they were prepared to clear-cut their land prior to 
earning an offset credit, but now are prepared to manage the land wisely with 
credits in hand, that doesn't eliminate demand for the forest products that created 
the incentive to clear-cut in the first place. Some of the avoided harvest will be 
displaced to other lands, causing emission leakage. Estimating emission leakage for 
issues like forest protections is an incredibly difficult task because, just as with 
additionality, it can't be observed directly but can only be estimated as a 
counterfactual. Few credible estimates exist for important sectors that receive 
offset credits (such as forestry), and therefore offset policies often lack a scientific 
basis for key parameters like leakage factors that set the number of credits that are 
awarded to participating projects.

Climate policymakers have approached the offsets debate as though these technical 
issues can be resolved with sufficient engagement from non-profit, scientific, and 
other concerned stakeholders. Their mindset is that, with a sufficiently large 
phalanx of government staff and outside partners, the scientific and social 
complexity of additionality, leakage, and other technical problems could be 
managed to perfection. In practice, however, the deck is stacked against exactly 
these outcomes because the most powerful stakeholders -  regulated industries -  
care first and foremost about lowering overall compliance costs. That is, they 
demand high volumes of low-cost offsets to keep carbon prices low. Policymakers 
tend to deliver these outcomes, especially when prominent environmental groups 
and scientists provide public cover for their actions.



In contrast, the forces that seek high-quality offsets are politically weaker and 
relatively disorganized. Environmental justice organizations strongly oppose offsets 
because large stationary-source emitters whose facilities are located in low-income 
communities of color rely on offsets to maintain business-as-usual while claiming 
someone else has reduced emissions.5 But these groups generally lack influence 

with market administrators, in no small part because they tend to oppose all 
cap-and-trade programs, which they see as mechanisms to perpetuate inequitable 
pollution outcomes under the guise of economic efficiency. Thus, even the 
environmental justice community's most organized efforts to point out the flaws of 
offset policies are generally not welcomed by policymakers. Beyond environmental 
justice criticisms, few other environmental NGOs have carefully studied offset risks 
and are willing to invest resources in the maddening effort to require quality in a 
field where quality can only be estimated, not observed. Regulators, too, lack the 
capacity to manage these issues with the care that would be needed to do the job 
well. For example, California has only eight staff members working on its carbon 
offsets team.6 It is a questionable assertion that eight staff members could monitor 

seven offset protocols that purport to estimate what is almost but not quite feasible 
under fast-evolving market conditions in sectors as wide-ranging as North American 
forests, tropical forests, methane capture at coal and trona mines, methane capture 
at dairies, and rice production.7 It is likely that most of the California regulators' 

staff time goes into managing paperwork and compliance requirements for an 
industry that is worth more than $1 billion to date. The volume and complexity of 
the offsets market are simply overwhelming for a small staff.

Why knife-edge incentives encourage low quality
Beyond the structural imbalance between pro-quality and pro-quantity 
constituencies, the economics of additionality leads to a pernicious problem we call 
knife-edge incentives. In order to deliver cost containment, regulated industries and 
policymakers seek high volumes of offsets at the lowest cost. Ironically, the 
economics of this goal dramatically increases the risks that offset projects will be 
awarded credits even when the projects don't achieve all (or any) of the additional 
emission reductions claimed.
In order to meet the additionality standard, an offset project must claim that its 
emission-reducing activity is economically infeasible in isolation -  otherwise, the 
project could be financed on its own without an offset credit. But a low-cost offset 
project is also claiming to be just barely infeasible: that is, the project almost 
makes sense on its own, but purportedly doesn't unless climate regulators award it 
an offset credit. Infeasibility is a binary condition, but the real-world circumstances 
that define what is feasible rarely sit neatly inside or outside the feasibility box. 
Small changes in commodity prices, technology, and market conditions could easily 
swing a project into economic feasibility in the absence of offset credit incentives -



many of those changes are hard for regulators to observe. Similarly, if project 
proponents put their thumb on the scale -  even just a little -  they may be able to 
show how a project that would be pursued on its own merits looks to be just barely 
infeasible in the context of an offset additionality claim. A project claiming low costs 
stands on a knife's edge: a small change in project costs in one direction makes it 
truly additional, and a small change in the other direction makes it totally 
non-additional. Under these technical conditions, a completely one-side political 
economy takes effect with predictable results.

An extreme example shows how knife-edge incentives penalize activities that would 
be truly additional. Consider direct air capture (DAC) technologies that remove 
low-concentration C02 out of the ambient air for geologic sequestration or industrial 
application. These technologies could conceivably play an important role in cleaning 
up excess pollution, especially as society gets much more concerned about rapid 
warming. But they are prohibitively expensive today. Some three startup companies 
are developing pilot projects with costs estimated at up to $600/tC02 or more: that 
is, one to two orders of magnitude more expensive than explicit carbon prices 
observed in the real world.8 Unlike a low-cost offset project, one can be extremely 

confident that a DAC project will deliver truly additional credits -  there is no 
knife-edge concern because the economics of DAC are so unattractive with today's 
emission credit prices. In contrast, incumbents seeking to maximize offset credits 
will avoid things that are hard and costly and seek, instead, projects as close to the 
knife's edge as possible.
Offsets consistently end up with low quality in the real world because the forces 
that prefer quantity dominate those that prefer quality and because low-price 
offsets that satisfy emitters' demand for quantity are the most likely to be 
non-additional in the first place. A brief review of the major programs confirms 
these observations.

The first major offset program was called the Clean Development Mechanism 
(CDM), a voluntary international structure under the 1997 Kyoto Protocol that 
allowed wealthy countries that pledged legally binding emission cuts to earn credit 
for low-carbon investments in developing countries that did not. The experience 
with the CDM was, in short, a disaster. Project-level additionality assessments 
encouraged developers to fudge their numbers and even deploy capital to create 
more pollution they would then destroy in return for more offset credits.9 Similar 

games were observed in the Joint Implementation (JI) program, a comparable 
structure for voluntary trading with former Soviet Union countries under the Kyoto 
Protocol.10 Most of the CDM credits were purchased for use in the EU's carbon 

market, although others were used by Japan and other countries to comply with 
their Kyoto pledges. All told, more than a billion CDM and JI credits were used in 
the EU ETS.11 But as concerns grew about the quality of CDM credits, the EU
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going forward and limiting the total number of credits that could be used. 
Ultimately, a comprehensive study commissioned by the European Commission 
found that 73% of potential total CDM offset supplies have a low likelihood of 
producing real emission reductions that satisfy the additionality standard, with only 
7% of potential total supplies delivering a high likelihood of the same.12 As of this 

writing, the EU has indicated that it does not intend to use any international offsets 
in its carbon market going forward13 -  but the EU ETS is still recovering from a 

market-wide supply-demand imbalance caused, in part, by the use of more than a 
billion questionable offset credits.
The other major carbon offset program is found in California; the northeastern 
states' market, RGGI, does allow but hasn't relied on any significant number of 
offsets, perhaps because the carbon price is too low for offsets to make much of a 
difference to polluters' bottom lines.14 California has promoted its approach to 

offsets as learning from the lessons of the CDM, but in practice it faces the same 
technical challenges surrounding the calculation of additionality, leakage, and other 
critical factors that proved problematic in that program.15 As of May 2020, California 

had issued just over 174 million offset credits, with about 80% of these credits 
coming from projects that claimed to reduce or avoid emissions from forests.16 A 

significant and ongoing controversy is brewing over the environmental integrity of 
the state's forest offset protocol, with recent research arguing that the protocol's
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emission reductions.17 This work led a group of state legislators to raise concerns 
with the program administrator, which dismissed all criticisms and promised further 
but unspecified review of the forest offset protocol.18 Time will tell how 

policymakers and the research community respond, but for all the back-and-forth 
between the program's critics and defenders, it is undisputed that there is no 
specific evidence or study underlying the regulator's choice of leakage factors.19 

Time and time again offset programs become large, cheap, and low quality. An 
enormous volume of pro-offsets material is put out by program beneficiaries, aiiied 
environmental groups that seek funding for conservation finance, and researchers 
who share donors and policy goals with their environmental NGO allies. Much of 
this effort is put forward in good faith: there can be no escaping the fact that 
progress in sectors that tend to benefit from offsets, like forests and agriculture, 
will be an essential part of an effective global climate response. But offset project 
developers, financiers, and traders all make their money on the basis of the 
regulations the government develops, often with these same players' involvement. 
In turn, this constituency has a powerful and concentrated interest in defending the 
regulatory system in which it operates.

Conflicts of interest run rife in the offsets world. Many non-profit and for-profit 
firms have become so closely involved in the operation of carbon offset programs 
that it is hard to teii the difference between the interests of these groups and the



offset program itself. One large environmental NGO recently told a court that it 
"helped develop and implement California's cap-and-trade program, particularly its 
offsets program," and "is intimately familiar with its history and technical aspects" 
as a result.20 Conflicts are arguably even greater among for-profit enterprises, 

which play a large role in the implementation and verification of carbon offset 
regimes.21 As leading climate strategist Hal Harvey recently noted, the firms that 

verify offset projects' purported emission reductions are nearly always paid by the 
project developers themselves.22 The same firms often help write the regulations 

they help offset developers implement. A prominent consulting firm even advertises 
on its website that it helped write the standards for earning offset credits in a 
specific application for which it also collects the data that the US government uses 
for its official emissions inventory.23 Offsets were intended to align market forces 

with environmental protection, but have not.



Once one cuts through all the noise, it is hard to avoid the conclusion that 
real-world offset programs are set up in ways that stealthily weaken the ambition of 
carbon pricing programs. The problems with offsets are structural, not experiential, 
and therefore offsets have limited potential for reform. On promise that the science 
and economics will be perfect -  and despite the opacity, minimal administrative 
oversight, and heavy greenwashing observed in practice -  offsets allow incumbent 
emitters to buy their way, cheaply, out of the obligation to reduce capped 
emissions from the conventional fossil fuel energy system.
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Carbon offset programs were initially set up under a theory of change that sought 
to tap emission reductions wherever in the world they can be found cheaply. For 
example, the CDM program was developed so that wealthier countries that took 
legally binding pledges under the Kyoto Protocol would be able to invest in 
emission-reducing projects that would aid sustainable development in developing 
countries that didn't face any mandatory cuts in emissions. California has also 
promoted a variety of offset-related activities abroad, most notably in the form of 
its Tropical Forest Standard, an international forest crediting program the state 
approved for others' use in September 2019;24 for years, the California Air 

Resources Board advocated the use of international forest offsets in its 
cap-and-trade program, mirroring the basic approach to global affairs seen in the 
CDM.25

The problem with a global approach to emission reductions is that it isn't well 
aligned with the politics back at home. The story with local offsets is different 
precisely because local offset projects create tangible political benefits. Investing in 
local offsets -  whether high quality or not -  supports jobs, economic development, 
and local environmental benefits. These outcomes seed political support in 
constituencies that matter to those operating cap-and-trade programs. For 
example, a significant number of forest carbon offsets in California come from lands 
managed by the Yurok tribe, a Native American people who live in the far northern 
part of the state. Although the use of carbon offsets is controversial within the 
Yurok tribe -  some members of which outright oppose the use of offsets as a form 
of environmental injustice, for example, or as a neocolonial exploitation of the 
natural world -  it has become a significant share of the tribe's discretionary income 
and a visible force in state politics, from Yurok ancestral lands on the Klamath River 
in Del Norte County to the halls of the state capitol building in Sacramento.26 

Although some of these same issues are surely present in other forests participating 
in California's offset program, the fact is that they don't matter as much to 
California politicians when they arise in Alaska.

A dynamic theory of offset politics helps explain how general concern about the 
quality of offsets leads policymakers, first, to impose restrictions on far-flung offsets



before they reduce investment in local projects. The first major example of this 
phenomenon occurred in California, which not only reduced offset usage in a 2017 
bill, but also limited far-flung offsets to no more than half of total usage limits.27 

Similar restrictions have since emerged in a number of US jurisdictions considering 
or adopting carbon pricing policies. Oregon, for example, considered cap-and-trade 
legislation that fell short in 2019, but which included similar limits on far-flung 
offsets;28 Washington State is discussing the same concept as of this writing.29 New 

York made news in 2019 for adopting a comprehensive state-wide climate law that 
establishes a state-wide carbon neutrality standard with minimal offsetting. Not 
only would offsets be restricted to just 15% of state-wide baseline emissions, but 
all offset projects are required to be located within 25 miles of the emissions source 
using its credits "to the extent practicable."30 Europe, too, exemplifies a similar type 
of restriction -  as mentioned above, the EU intends to prohibit all international 
offset credits in its post-2020 carbon market.31



Thus, when push comes to shove, the market philosophy of "shop the world" gives 
way to "buy local." Carbon offsets have greater political support when they create 
local benefits, no matter the quality or price of those offset projects. Even though 
the supply of local offsets is likely to be much smaller and more expensive than a 
geographically broader search would obtain, restricting far-flung offsets faces fewer 
political barriers than would limits that restrain domestic offset beneficiaries.

Why offsets entrench rather than expand markets
Finally, we address why, contrary to many hopes and bold policy claims, carbon 
offsets do not provide an initiai entry point for market-based incentives to expand 
into new sectors and jurisdictions. Rather than encourage a proliferation of 
effective market-based policies abroad, the fact that offset schemes concentrate on 
low-quality credits helps explain why these schemes entrench and reduce the 
environmental integrity of their associated carbon markets. In theory, these 
schemes can lead to expansion; in reality, they yield the opposite.
The most important reason why offsets have not led to greater use of 
market-based policies is that the beneficiaries of offsets receive financial income 
that would be lost if emission reductions became mandatory. The additionality 
standard requires that credited emission-reducing activities are not required by law, 
which is necessary to make sure offsets compensate for the higher emissions they 
enable inside program caps. If the activities an offset protocol supports were to 
become mandatory -  whether through direct regulation or the expansion of 
cap-and-trade to the sector hosting offsets projects -  emission reduction projects 
would lose their opportunity to generate offsets. Instead, they would face the need 
to pay for mandated emission reductions instead. It's no wonder, then, that there 
aren't any examples of successful carbon offset programs that have evolved into 
mandatory reductions: every offset project creates a direct financial incentive to 
oppose that evolution.

In fact, there is even some evidence to suggest that offsets may perversely delay 
or prevent regulation. During the eariy years of the CDM, for example, some Latin 
American governments appear to have refrained from adopting mandatory clean 
energy policies because to do so would deprive projects of the potential to earn 
CDM credits.32 More recently, representatives of the US federal government under 
the Obama Administration acknowledged considering how lost carbon revenues 
from California's coal mine methane capture protocol would affect coal mines when 
considering whether to regulate methane emissions from the same sources.33 

These examples illustrate how offsets create perverse incentives to avoid, rather 
than proliferate, mandatory climate policy in the sectors and jurisdictions that host 
offset projects.



Not all the evidence points in this pernicious direction. Some analysts have 
suggested that China's experience dominating the CDM market may have created a 
constituency of carbon trading experts, policymakers, and businesses that benefited 
from this process and therefore sought future opportunities to support the regional 
pilot markets or planned national market currently under development in China's 
power sector.34 While it may be true that China's early experience with CDM offsets 

created a network of pro-market advocates that participated in the development of 
country's nascent climate policies, it would be a stretch to suggest these network 
effects were the primary drivers of Beijing's decision to promote climate policy in 
the run-up to the 2015 Paris Agreement and the subsequent decision to develop a 
national cap-and-trade program in the electricity sector.35 China's domestic 

incentives to tackle local air pollution and enhance its global credibility as an 
emerging global power, for example, are surely far more significant considerations. 
There may well be effects from the exposure of individuals, firms, and governments 
to offsets, but these are likely to remain far less important than core political 
economy drivers of climate policy.36

Conclusion
Offset credits allow polluters to emit more within cap-and-trade programs in 
exchange for estimated emission reductions outside the program's boundaries. 
Program oversight is hard enough under idealized circumstances because estimated 
emission reductions turn on a counterfactual scenario that is never observed. Under 
real-world conditions, where political forces put heavy thumbs on the scales, 
accurate estimation becomes all but impossible. Regulated industries demand high 
volumes of low-cost offset credits in order to limit market-wide carbon prices. In 
contrast, groups that advocate for offset quality are weaker politically, less well 
organized, and less informed about the critical minute details of offset protocols. 
Worse, all these forces -  which are aligned to create generous supplies of low-cost 
offsets -  concentrate investment into projects that just barely meet knife-edge 
additionality criteria. The simplest and least costly projects that generate readily the 
largest volumes of credits crowd out more worthy, complex, and costly ventures. 
Encouraged by non-profit organizations with conservation and other global 
missions, policymakers initially "shop the world" to find emission reductions 
wherever they are cheapest or most closely aligned with related policy goals. But 
overseas activities don't have much of a constituency in the local politics where 
offsets rules are created. Thus, as political opposition to offsets grows -  as it does 
inevitably when more people probe the quality of such schemes -  policymakers 
tend to first restrict the eligibility of distant projects. They prefer projects that 
deliver local economic, environmental, and political benefits at home.



And if all that isn't bad enough, offsets create perverse incentives. Rather than 
offer an initial step on the road to new markets and deeper market links, offsets 
become an entrenched source of cheap but low-quality compliance. They water 
down the ambition of cap-and-trade programs, and they create strong incentives to 
avoid further regulation because any legal requirement to reduce emissions would 
cut off the flow of funds from offset credits.
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Market links
We now turn to a second type of interaction between local carbon markets and the 
outside world. The previous chapter showed why the practice of carbon offsetting 
has led to outcomes that diverge starkly from expectations. In this chapter, we do 
the same for direct, formal links between carbon markets.
In theory, direct linkage is the best way for carbon markets to expand their 
geographical coverage. And the best linkages will connect many markets of very 
different types such that programs with high compliance costs can benefit from 
access to programs where costs are much lower. Connecting markets that have 
large differences offers the opportunity to maximize the gains from trade. While 
that logic is impeccable, what we observe in the real world is the exact opposite 
pattern. Linkages between markets are rare and fleeting, and when they happen 
they occur between similar markets, where gains from trade are small.

The enthusiasm for market linkages has emerged because decades of climate 
diplomacy have failed to create a single global carbon market.1 Instead, lots of 

different national and subnational policy strategies are bubbling â€œbottom-up.â€ 
One of the many fears about pure bottom-upism is the lack of economic coherence 
that could arise if countries pursue climate policy at different paces. Market linkages 
would dampen these concerns by propagating the law of one price: linkages would 
create gains from trade and expand the geographical scope of market-based 
policies.2 As market links proliferate, a broader international (eventually global) 

program might emerge â€" resulting in â€œone price to rule them all,â€ as the 
cynical reference to J.R.R. Tolkienâ€™s Lord of the Rings trilogy goes â€" and 
begin to fill the gap left by the international communityâ€™s inability to agree on a 
comprehensive, integrated global climate policy.
The practical experience with market links looks very different. Most markets 
feature low prices and limited ambition, reducing the potential for gains from 
cross-border trade. As we explained in chapter 2, Potemkin-market outcomes are 
not an accident but occur by design: climate policymakers enjoy greater control and 
face less political opposition when carbon prices are low and regulations are strong. 
Because only low-priced markets have been created, all one can observe so far are 
attempts to forge links between low-price systems. But deeper market links 
between differently priced systems are unlikely to ever be common, owing to 
political and institutional factors.
In this chapter, we explain this huge divergence between ideal theory â€" featuring 
lots of formalk, direct links between diverse systems and huge gains from trade â€' 
and the reality that links are rare and generate few gains from connection.



We do this in two steps. A first step explains why political leaders are wary of direct 
links. Those leaders are accountable to local interests, and they must focus on the 
complex task of responding to politically organized interest groups. In that context, 
direct links between markets are a political nightmare: they reduce the ability of 
political interventions to address local political concerns. They diminish control and 
also, when markets equilibrate, have the risk of generating capital outflows and 
other politically disadvantageous outcomes.

In fact, existing links involve not just similar market designs, but nearly identical 
ones. The dozen or so examples of market links can be grouped into three 
multilateral systems: the Western Climate Initiative (comprised of California and 
QuA©bec), the Regional Greenhouse Gas Initiative (comprised of ten northeastern 
US states as of this writing, and likely to include more soon), and the European 
Unionâ€™s Emissions Trading System (comprised of the core EU-27 nations, plus 
Iceland, Liechtenstein, Norway, and Switzerland, with the United Kingdom 
potentially linked in ways yet to be determined after Brexit).3 There are no links 
between these three systems, nor any between them and any other countryâ€™s 
program. Meanwhile, the links within each of these systems involve programs that 
are nearly identical in terms of their policy ambition, sectoral coverage, and use of 
free allowance allocation or auctioning.
Second, we explore why it has been easy for jurisdictions to announce that markets 
would be linked only to discover that the institutional capabilities on both sides of 
the linkage do not allow that outcome. The political benefits of announcing linkages 
are large and proximate, and the reckoning with the difficulties is easily pushed into 
the future. That reckoning, we show, hinges on the capabilities of political 
institutions to compensate domestic constituents whose political support is essential 
while preserving the integrity of the linked market system. We see little evidence 
that this capacity already exists â€' except perhaps in the European Union, where 
member states that see losses from climate policy have multiple institutional 
opportunities to negotiate for compensation and gains in other areas, including 
trade policy and intra-EU fiscal decisions.



A clear-eyed examination of the practical experience with market links is essential 
because the success of substantial linking within Europe must be understood for 
what it is: an aberration built on the unusual conditions of strong, shared governing 
institutions and systems for accountability that were built over more than five 
decades as Europe (mostly)coalesced into a common economic and political 
system. Outside of Europe, there is no evidence that market links themselves have 
encouraged the expansion of cap-and-trade programs to new jurisdictions. Because 
market links tend to create more political problems than they solve, it may well be 
that the pattern of market linking today represents something close to the upper 
bound on what is possible with bottom-up carbon market cooperation, rather than 
a stepping stone on the road to a global carbon market.

Why links are rare, thin, and between similar systems
What is a market link? Mechanically speaking, linked markets feature the mutual 
recognition of allowances and offsets, such that compliance instruments from one 
jurisdiction are valid for compliance purposes in the other(s). The building block of 
market links is the unilateral recognition that one jurisdiction makes with respect to 
another's compliance instruments. When two jurisdictions execute unilateral links 
with one another, they form a bilateral link; when multiple jurisdictions execute 
reciprocal links, they form a multilateral link.4 The economic effect of market links, 
in turn, reflects the fungibility of each type of compliance instrument in each 
market. Whereas before a iink each marker's compliance instruments wouid trade 
on separate terms, such that California's allowances might cost one price and 
Québec's allowances another, the cross-fungibility of these instruments following a 
market link causes their prices to converge. From the standpoint of the instruments' 
ultimate buyers -  that is, polluters who face compliance obligations under domestic 
program rules -  each type of compliance instrument in a linked market is as good 
as the next.5

Diplomats wired the core logic of market links into the 1992 United Nations 
Framework Convention on Climate Change, which envisioned that countries would 
begin to reduce their emissions and would use efficient market instruments where 
possible to achieve that outcome. Even more explicitly, the 1997 Kyoto Protocol 
formally outlined a plan for industrialized and developing countries to participate in 
a global trade of emission credits. Efforts undertaken by wealthier nations, which 
faced binding limits on emissions under the Kyoto agreement, would be combined 
with offsets sourced voluntarily from developing economies. Countries that took 
binding targets could trade amongst one another to achieve their shared goals at 
lower overall costs.6 Some governments acted on this theory, taking initial steps to 

harness the power of markets to reduce emissions. And that momentum continued, 
at least on paper, with Article 6 of the 2015 Paris Agreement, which contemplates 
international trading of countries' emission reduction pledges.7



Despite decades of advocacy and efforts to include formal market links in the 
framework treaties and agreements underlying international climate change policy, 
there are few examples of such links. Those that exist today are between programs 
with similar prices and nearly identical program designs, featuring either a shared 
market design or minor variations on the approach taken by linked programs 
covering the same sectors with similar levels of ambition.
Given the potential gains from trade, what explains the limited extent of market 
links, their relative thinness, and why they occur between similar programs rather 
than markets with divergent prices where joint gains would be larger?
The simple answer is that market links introduce profound new political challenges. 
Deep market links between programs with divergent prices or distinct market 
designs will lead to capital outflows, as market forces, not policymakers, dictate 
where investments, emission reductions, and a variety of co-benefits arise. By 
definition, a link producing significant gains from trade will rearrange where those 
outcomes occur. The greater the difference in the programs' pre-existing prices, the 
larger the potential for capital outflows; and the greater the difference in program 
designs, the bigger the challenge of managing the consequences of any such 
capital outflows on business and labour interests. Yet as we showed in chapters 2 
and 3, real-world policymakers prefer to rely more heavily on regulations than 
markets in the first place; and when they use markets, they accommodate sensitive 
consumer and business interests with sector-specific strategies that involve 
significant government intervention and generous allowance allocations. No wonder 
governments are reluctant to forge deep market links.

Gains from trade could be realized if relatively high- and low-priced systems were 
to link together and converge on an intermediate price. Under these conditions, the 
formerly high-priced jurisdiction would benefit from lower costs, but largely via 
capital outflows to the formerly low-priced jurisdiction, which would see the prices 
its industries pay rise as a result. These challenges can be mitigated, and perhaps 
some of the benefits of trade can be realized, if sufficiently robust government 
institutions are in place to manage the consequences of capital outflows and 
compensate well-organized interest groups that are negatively affected on both 
sides of a market link. But the fundamental consequence of a deep market link 
would be to destabilize the domestic accommodations policymakers had initially 
developed with respect to ambition and variation in sectoral treatment in the design 
of their initial programs. If the individual program administrators are not already 
capable of managing the political consequences of a significant shift in market 
prices prior to a market link, there is little reason to think a market link between 
high- and low-price systems will be politically sustainable.
The institutional challenges of managing cross-border market governance are 
particularly acute for subnational governments. Of the three multilateral systems in 
existence, two are led by subnational governments in North America: the WCI and



RGGI programs. Subnational governments are more aggressive on climate change 
than their respective national governments. The political forces that generate these 
outcomes are unlikely to change, but, as discussed in chapter 2, subnational 
governments lack the legal authority to sign treaties. The agreements they produce 
are voluntary, and therefore the market links they support are fragile and thin. 

Critically, subnational governments are unable to sign legally binding treaties or 
otherwise effect mandatory cooperation agreements with foreign governments.8 

Indeed, even the non-binding agreement governing the WCI program9 -  signed by

California, Québec, and Ontario — has recently come under legal attack from the 
Trump Administration, which challenged the constitutionality of California's actions 
just a few days before formally notifying the United Nations Framework Convention 
on Climate Change of the United States' intention to withdraw from the Paris 
Agreement. Many arguments will be made to support the view that California is 
exercising its proper authority in executing non-binding intergovernmental 
agreements and recognizing the validity of foreign compliance instruments in its 
domestic regulations,10 but the fact remains that subnational governments lack the 

capacity to make legally binding commitments with foreign governments. That's 
precisely why Ontario ignored the WCI linking agreement's non-binding provisions 
and unilaterally withdrew when the politics of carbon markets fell apart in Ontario 
with the election of conservative Premier Doug Ford in 2018.11 Although the
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unprecedented intervention to suspend cross-border trading with Ontario-registered 
entities12 and took more than a year to make market corrections designed to 

remedy these impacts,13 the long-term effect on the market's supply-demand 

balance was minimal precisely because Ontario's program was quite similar to the 
rest of the WCI. Market participants knew that political change in Ontario could lead 
to de-linking, but didn't have to worry about long-term price effects of linking and 
de-linking because each program was designed to the same level of overall
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RGGI faces similar institutional constraints and is even more decentralized than the 
WCI program, owing to its broader membership with more diverse state interests. 
As a legal matter, RGGI is largely a series of state-specific statutes and regulations 
that duplicate, with some unique state-specific accommodations, a model rule 
developed and periodically updated by participating jurisdictions. A 2005 
Memorandum of Understanding and its subsequent amendments provide some 
specific provisions for the shared operation of the market and allow for states to 
withdraw on thirty days' notice, but since then many of the program design details 
have been managed through the development and updating of the RGGI Model 
Rule.14 There is no real pretense of control beyond what participating states agree 

to do together. When New Jersey's Republican Governor Chris Christie decided to
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could not compel the state to retain its cap-and-trade regulations following 
withdrawal.15

Critically, what holds this system together is not law and the creation of robust, 
tradeable property rights, but rather a shared vision of parallel efforts at low levels 
of ambition. Design decisions are made according to the evolving political views of 
current and prospective participants. And because RGGI features so many parties -  
none of which hegemonically dominates the group's overall agenda -  the program 
must be transparent and predictable. (Indeed, as we will discuss in the next 
chapter, RGGI may have a modest level of ambition and low carbon prices, but its 
market design anticipates and resolves many of the political challenges with 
allowance oversupply that hobble the WCI system.) The largely egalitarian 
cooperation of RGGI states works because it is anchored in stability-oriented 
market design features that make market behavior more predictable and risk 
management more tractable.

Table 6.1 Direct market links and offsets
Source: Updated from Matthew Ranson and Robert N. Stavins, "Linkage of 
greenhouse gas emissions trading systems: learning from experience," Climate 
Policy 16(3) (2016): 284-300.

Category System 1 System 2 Type of link Effective date

European Union 
and periphery

28 EU ETS member states Multilateral 2005

Norway EU ETS Multilateral 2008

Iceland EU ETS Multilateral 2008

Lichtenstein EU ETS Multilateral 2008

Switzerland EU ETS Multilateral 2020

United K ingdom 
(Brexit transition)

EU ETS Multilateral Proposed

R e g i o n a l  
Greenhouse Gas 
Initiative

10 US states (RGGI) Multilateral 2005

New Jersey RGGI De-linking 2011

New Jersey RGGI Re-linking 2020

Pennsylvania RGGI Multilateral Pending

Virginia RGGI Multilateral Pending

Western Climate 
Initiative

California Québec Bilateral 2013

Ontario WCI Multilateral 2018

Ontario WCI De-linking 2018



Links to carbon 
offset programs 
and Kyo to -e ra  
credit systems

EU ETS CDM, JI Unilateral 2004

EU ETS CDM, JI De-linking P e n d i n g
(2021)

Switzerland CDM Unilateral 1999

New Zealand C D M ,  JI ,  
RMU

Unilateral 2008

New Zealand C D M ,  JI ,  
RMU

De-linking 2015

Australia CDM, JI Unilateral 2012

Australia CDM, JI De-linking 2014

California A c r e ,
Chiapas

Unilateral Proposed

Québec A c r e ,
Chiapas

Unilateral Proposed

South Korea CDM Unilateral 2015

Tokyo ETS CDM Unilateral 2010

Given subnational governments' limited institutional capacities and legal authorities, 
it's no wonder that both the WCI and RGGI programs feature links between 
programs that are almost identical at the individual level. Each system features 
identical sectoral coverage: RGGI applies to the electricity sector in each of its 
members; WCI applies to the electricity, industrial, and transportation fuels sectors 
in each member. Similarly, each system applies the same system-level architecture 
for auctioning or freely allocating allowances: RGGI relies primarily on allowance
auctioning, whereas the WCI system relies heavily on free allowance allocation in

the industrial sector.

The primary variation in program designs within RGGI and WCI markets reflects the 
use of revenues -  the one major area of market design where it is not necessary 
for each member of a linked market to follow similar procedures. Individual RGGI 
states choose how to spend the funds raised at auction, with most electing to fund 
clean energy programs overseen by state utility regulators and a handful including 
some element of customer rebating or even diversion of carbon revenues to the 
state's general fund.16 The WCI program also displays substantial variations. 

California pursues a hybrid revenue recycling structure for its electricity sector; no 
such accommodation is needed in Québec, where low-carbon hydropower 
dominates and therefore carbon pricing has minimal impacts on customers' bills.



Similarly, the two WCI governments retain unilateral control over their respective 
revenues and prioritize different "green spending" outcomes.
Even the EU ETS features nearly identical market designs across its linked partners. 
The coverage, allocation rule processes, and program caps are now determined by 
the European Commission's Directorate-General for Climate Action, rather than the 
individual member states. Although the EU ETS had considered linking with a 
short-lived program in Australia and has reportedly evaluated potential links with 
the nascent market being developed in China, all of its existing market links are 
between countries that either are or have been core members of the European 
Union itself (including the immediate post-Brexit United Kingdom); periphery 
countries that are part of the European Economic Area (Norway, Iceland, and 
Lichtenstein); or Switzerland, which has bilateral agreements that resemble the 
economic integration of formal EEA members.



Some advocates of market linking like to point to the large number of individual 
market links, but counting individual market links belies the fact that there are only 
three multilateral programs in existence -  along with a set of less meaningful links 
between individual markets and Kyoto-era carbon offset programs. Table 6.1 (supra 
pp. 110-11) collects these links into four categories: members of the EU ETS and 
its peripheral linked partners, members of the northeastern US states' RGGI 
program, members of the North American WCI program, and a series of carbon 
offset links to individual markets.
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links
The case for linking markets has been made for decades on the view that trading 
between programs will lower the total cost of achieving climate goals via gains from 
trade. We don't dispute that potential -  the opportunities for cost-effective climate 
mitigation really do vary widely by sector and geography.17 Nevertheless, this 

framing reverses what matters in practice. Carbon offsets have indeed achieved 
cost reductions, but, as discussed in the previous chapter, they do so largely on the 
basis of false environmental benefits that weaken climate policy goals. Formal 
market links, meanwhile, have not delivered many significant economic benefits, as 
where they exist at all they are usually shallow. That's because deep market links 
that deliver gains from trade are possible if and only if there are substantial 
government capacities available to mitigate the consequences of capital outflows 
and other disruptions to the domestic accommodations made in every local market 
that links.
Climate policy insiders know this. Rather than address these challenges head on, 
however, many policymakers tend to focus on the short-term reputational gains 
from announcing new market links. Nothing excites their NGO allies, philanthropic 
foundations, and the press like the prospect of another government joining forces 
with those bold leaders who dare to act when others shirk a global environmental 
crisis. These pressures are particularly acute for subnational governments whose 
national counterparts oppose climate policies. Subnational efforts in the RGGI and 
WCI programs were born under the Bush Administration in the United States and 
the Harper Administration in Canada, both of which opposed the international Kyoto 
Protocol and domestic climate policies alike. In the United States, Democratic 
governors announce that "we are still in" the Paris Agreement in response to the 
Trump Administration's planned withdrawal, and stalwart supporters of clean 
energy leadership like California and New York trumpet their efforts to fight federal 
environmental rollbacks in court.

California's situation exemplifies the problem of focusing on political optics ahead of 
practical realities. At the behest of industry, state policymakers have maintained a 
large and growing bank of allowances that help keep market prices low.18



Notwithstanding Ontario's unfortunate departure in 2018., many in the western 
United States hoped that California would welcome Oregon as a new entrant to the 
WCI program in 2019.19 California policymakers advertised their oversupply 

conditions as an enticement to others, like Oregon, who might want to set up their 
own markets to link with the WCI system -  mostly in private, but occasionally in 
public, too.20 By relying on a large number of surplus allowances in California, other 

programs, like Oregon's planned market, could announce bold long-term goals 
supported by markets without worrying as much about near-term price impacts. 
But given that the California rules feature maximum prices that could range as high 
as $65 per ton in the near term, and over $100 by 2030 -  far above historical 
prices in the $15-18 per ton range -  the political consequences of actually getting 
rid of excess allowance supplies are significant. These challenges remain 
unaddressed in current program rules, even if overallocation conditions in the WCI 
program show no signs of going away anytime soon. Time will tell whether Oregon, 
Washington, or other jurisdictions emerge with proposals to copy the market design 
seen in California and link to the WCI program. Meanwhile, not having enough 
linked partners to absorb some of that oversupply raises fundamental questions 
about the WCI program's ability to achieve its existing participants' climate policy 
goals.21 By putting public relations ahead of robust institutional designs, Californian 

policymakers are avoiding the more important conversation: whether it makes 
political sense to rely principally on markets to cut emissions.
In contrast, RGGI is better positioned to accommodate new entrants without risking 
the stability of its program. As discussed later in chapter 7, its market is designed 
with a number of price containment mechanisms to ensure prices are neither too 
low nor too high, at least as far as the politics are concerned. As a result, new 
entrants and the firms in their electricity sectors have significantly more confidence 
about likely market prices than those considering membership in the WCI program. 
By developing stable market expectations through transparent, adaptive market 
rules, RGGI is able to expand the reach of its carbon price, providing a turnkey 
solution to periphery states whose political leadership decides to prioritize climate 
policy -  however modestly. Because RGGI has proven highly adept at expanding 
(and occasionally contracting), it continues to attract new members.
The focus on potential gains from trade and a superficial emphasis on the public 
relations benefits of collecting external partners obscure what we believe to be the 
single most important yet least emphasized market link. The link between Germany 
and Poland -  both of which are subject to the EU ETS -  is far and away the 
greatest accomplishment in the history of multilateral cap-and-trade programs. 
What makes this link so remarkable is the difference in national priorities. Germany 
is among the world's most ambitious climate policy advocates, but Poland literally 
promoted an exhibition booth filled with local coal samples when it hosted the 2018



United Nations climate meeting in Katowice.22 Yet both face the same carbon price 
determined by the EU ETS.

How did two diametrically opposed polities come to be subject to the same carbon 
market? The answer, in short, is that the institutional rules of the European Union 
enabled its many members who are climate leaders to require all EU members to 
adopt more ambitious climate policies. By no means was the initial EU-wide market 
easy to create, nor was it simple to strengthen the program over time.23 The fact 

remains, however, that the EU ETS is the only multilateral market in existence that 
features a polity whose leaders have consistently opposed climate mitigation policy. 
What made this possible is the ability of pro-climate EU nations to build a European 
coalition that included compensation for opposing members, notably Poland. 
Decisions that were favorable to Polish interests on allocation of program revenue 
helped, as did repeated policy engagements on other issues like trade. All these 
outcomes were then made legally binding within European law so they would not 
come unglued easily when political winds shifted. These institutional capacities are 
rooted in many years of effort and evolution that have taken place across a broad 
set of policy issues -  which are all part and parcel of the expansion of Europe -  not 
the product of flashy climate summits that aim to create deep climate cooperation 
out of whole cloth.24



Because governments' institutional capacity is the critical constraint on links 
between systems with different prices or different market designs, a lot of talk 
about deeper integration of markets is just that -  talk. Australia and the EU made 
the most progress in negotiating what would have been the first link between 
systems with different origins and different market designs, with sophisticated 
considerations about cross-border governance on both sides. But those discussions 
fell apart when the political coalition supporting climate policy frayed under 
Australian PM Tony Abbot's conservative government in 2014.25 Others consider the 

prospect of linking the RGGI and WCI programs into a bicoastal North American 
regime,26 but any such link would have to contend with cultural clashes between 

RGGI's transparency-oriented, consensus-building process and California's tendency 
to prefer hegemonic leadership. Consideration of a RGGI-WCI link would require 
navigating differences in sectoral coverage and would also highlight the contrasting 
ways the two programs manage prices, with RGGI employing explicit market design 
elements to guide prices within a modest range of acceptable outcomes, and 
California relying on excess allowances to keep prices from reaching the politically 
unacceptable maximums its market technically allows. These differences in 
philosophy and market design only heighten the challenge of developing shared 
institutional capacities to manage market links across subnational governments.27

Conclusion



For nearly thirty years, market links and international burden-sharing have been 
promoted as a means to reduce the costs of countries' climate goals, on the theory 
that greater economic efficiency frees up the potential for bolder overall policy 
ambition. By enabling governments that seek strong climate policy to pursue 
cheaper reductions abroad, direct market links offer the promise of significant 
economic gains from trade and a path toward global integration. In the real world, 
however, market links that are more than superficial risk destabilizing the sector- 
and jurisdiction-specific accommodations policymakers develop to manage the 
politics of climate policy at home. Deep market links between programs with 
different prices, sectoral coverage, and other elements of design would put the 
market, not policymakers, in charge of where emission reductions take place, at 
what cost, and with what co-benefits. Furthermore, two of the world's three 
multilateral markets are subnational in nature -  a special challenge since those 
governments can't create legally enforceable agreements with their linked partners. 
Policymakers, NGO advocates, and market participants know this, which is why 
market links are rare, thin, and between similar systems. Rather than seek to build 
institutional capacities to manage the consequences of deeper cross-border links, 
however, policymakers and their NGO allies tend to focus on promoting market 
links for the public relations benefits they generate. Those reputational benefits 
may be significant, but if the promoted links are brittle or their underlying market 
designs are unprepared to deal with the political consequences of linked markets, 
then precious political effort will be wasted. The only market to illustrate the 
capacity to manage cross-border links is the one that is rarely celebrated for that 
achievement -  Europe's -  because a successful multilateral program looks, in all 
meaningful respects, like a single market operated by a single regulator.
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Getting the most out of markets
The previous five chapters have explained how, in practice, political forces relegate 
carbon markets to supporting roles, where they deliver only a mere fraction of their 
promised potential. In some respects, this is a pessimistic story. It is also a realistic 
one.
This chapter provides a set of recommendations designed to redirect political forces 
in ways that help make markets more effective in serving the public interest. It 
draws on our theory of politics to show how policy reforms designed around these 
insights can improve the performance of both new and existing markets. 
Nevertheless, our vision for politically viable reforms does not change the most 
important, central argument of this book: policymakers and policy advocates have 
relied and are relying too heavily on market forces. Market-based climate policies 
are doing very little today to reduce emissions. With careful reforms, they can be 
made to do more. Even then, the dominant -  if not overwhelming -  majority of 
emission reductions are likely to come from smart industrial policy strategies, not 
carbon prices. We offer suggestions for reform in the spirit of pragmatism and 
because we are mindful that others may see a greater role for markets than we do. 
For them, this chapter offers a vision for how to make their favored strategies more 
effective. That task requires confronting the political barriers that have undermined 
markets' performance to date, instead of wishing them away or blaming weak 
outcomes on a lack of political will.1 Bemoaning a lack of political support for 

serious climate policy is no excuse for doubling down on policy strategies that make 
poor use of scarce political capital. Yet that is exactly what the standard playbook 
for markets does today.
Our reform strategy is about "rightsizing" markets. It begins with the recognition 
that the climate policy playbook overemphasizes the role of markets in driving 
change -  particularly in the early stages of climate policy development -  and 
develops a set of reforms that can harness the political forces identified in chapter
1 in ways that make markets more effective while also navigating around political 
barriers to efficacy. Rightsized markets, if designed well, can encourage static 
economic efficiency in tailored applications where technologies are mature and 
economic risks are well known. They can also generate modest but important 
revenues to support climate goals.
We offer three sets of recommendations to help markets scale in line with political 
demand for effective climate policy.

The first topic is how to increase policy ambition, drawing on insights from chapters
2 and 3. We focus on the need to tackle the problem of allowance oversupply 
conditions in order to evolve markets away from Potemkin designs. Getting rid of



excess allowances will be easier when accompanied by reforms designed to raise 
carbon prices on a predictable schedule and with limited price volatility. In essence, 
markets must be made to operate more like taxes, which are strictly superior to 
cap-and-trade in practice. Successful regulations depress the demand for emission 
allowances in cap-and-trade systems, and because regulations are politically easier 
to strengthen and more resilient in the face of opposition, markets frequently end 
up with low prices and few climate benefits.2 Taxes and tax-like markets with 

minimum and maximum prices don't have this problem because the tax rate (or 
minimum market price) applies regardless of the strength of regulatory policies. 
Predictable prices from taxes and tax-like markets also reduce volatility and 
uncertainty, which helps mitigate political opposition while making it less risky for 
firms and governments to invest in decarbonization technologies for the long haul. 
We also strongly recommend limiting markets' scope to individual economic sectors, 
rather than seeking broad coverage that promises economic efficiency but more 
frequently delivers a race to the bottom in terms of policy ambition.
A second area of reform concerns the institutional design for spending carbon 
market revenues. Today most programs pursue green spending models that, as 
discussed in chapter 4, tend to become porky and wasteful in practice. Reforms are 
needed to root out and isolate the waste. Policymakers should segregate program 
spending that is fundamentally political in nature from spending designed to 
achieve measurable environmental goals. While political spending is by nature 
opaque and is intrinsically inefficient as a means of achieving environmental goals, 
it is often politically essential. By contrast, successful environmental spending 
programs must be isolated from that pork and subjected to serious independent 
oversight and assessment using standard tools of accountability in public finance. 
We suggest ways that the institutional design of program spending can be set up to 
improve outcomes over time, while still preserving policymakers' flexibility to adapt 
to changing political circumstances and to deploy revenues strategically to build 
political coalitions in support of higher carbon prices.
Finally, the third set of reforms addresses the outward engagem ent of 
cap-and-trade programs, both through offsets and through direct, formal market 
links. In chapters 5 and 6, we argued that these two types of outward links have 
performed especially poorly in the real world.

We see carbon offsets as fundamentally counterproductive because they create 
structural incentives to reduce program ambition, require government oversight 
capabilities that few governments (if any) are likely to have or build, and deliver 
economically and politically inefficient benefits. Every one of the legitimate goals of 
offsets can be accommodated more readily through other policy means. Offsets' 
role in containing the cost of cap-and-trade schemes should be addressed through 
explicit price controls, as discussed above. Their role in directing incentives to 
outside parties should be addressed through competitive spending programs



focused on places where there are big opportunities to cut or avoid emissions., such 
as forests or short-lived climate pollutants.



We expect a limited future for external market links. Links make sense, but only 
when they build on, rather than pre-date, competent government institutions that 
are needed to administer a high-quality market program. In fact, linking markets 
that aren't ready can propagate bad market designs and undermine the essential 
incentive to build institutions capable of governing complex climate policy systems. 
Rather than pursue market links designed to promote the public appearance of 
political followership, we encourage policymakers to focus first on building the 
institutional capacity needed to sustain high prices at home, and then link outward 
only when prospective partners demonstrate comparable institutional capacity to 
manage the impacts that would result from deep links between serious programs. 
Leaders can encourage followership through linkage by making transparent the 
quality standards that must be achieved before linkage -  an action that can help 
guide institutional reforms in emerging markets that are keen to link when possible. 
Demonstrating a successful high-priced market at home is more important than 
linking multiple partners under a single low-priced program -  precisely because this 
can influence the rules other set for themselves.

How to increase program ambition
The central problem with nearly all real-world market instruments for cutting 
carbon is that they lack ambition: that is, the carbon prices and emission reductions 
they produce are far smaller than what societies are willing to pursue via regulatory 
strategies. The compromises policymakers frequently make to accommodate the 
interests of emitting sectors end up producing markets that reflect the lowest 
ambition of all covered sectors. Worse, these markets are brittle and unable to 
respond when conditions change. When prices are low -  as they are almost 
everywhere -  these flaws aren't particularly visible or problematic. They become an 
additional barrier to change, however, because any proposal to tighten markets 
leads to two outcomes that undermine political support. One is prices that drift too 
far from what societies are willing to pay to tackle the global climate problem. The 
other is pnce volatility that could ensue if markets are reformed to do more without 
setting up price guardrails first.
Making it feasible for markets to deliver more ambition requires a three-fold 
strategy. First is a set of reforms designed to avoid or mitigate oversupply 
conditions. Second, reformers should shift to market designs that reduce price 
volatility and create predictability, such as price collars or well-administered reserve 
schemes. Following these first two suggestions will bring the supply of emission 
allowances in cap-and-trade systems more in line with demand and will cause these 
programs to operate more like price-based instruments. Third, we argue that 
reformers should keep sectoral coverage of markets narrow and avoid, especially, 
linking sectors where political sensitivity to rising prices is high to those where 
higher prices for pollution externalities are easier to manage.



The primary technical barrier to increased program ambition is market oversupply: 
the condition in which allowance and offset supplies persistently exceed emissions 
covered by cap-and-trade programs. This condition enables market participants to 
build up surplus compliance instruments they can bank and rely on later to 
maintain their emission levels in the presence of declining program caps. The 
result: low market prices and minimal emission reductions, a problem that has 
plagued practically every carbon market to date. To address it, policymakers must 
measure its incidence and design rule-based adjustments to the volume of 
allowance supplies. It is tempting to focus on technical solutions because 
oversupply is the main technical barrier limiting markets' potential, but the reason 
oversupply persists is political. That's why fixing the problem requires a 
combination of technical and political responses.

The good news is that two of the world's three major cap-and-trade programs have 
demonstrated the capacity to acknowledge and address oversupply conditions, 
albeit with different levels of program ambition. Most notably, policymakers and 
researchers in the European Union have spent years debating the causes of and 
remedies for the EU ETS's significant oversupply condition.3 Reforms now underway 

show how the job can be done. The northeastern United States' RGGI program has 
also made similar adjustments, although with far lower levels of intended program 
ambition -  RGGI illustrates the kinds of reforms that work, but, like a concept car at 
a trade show, the program hasn't really been put to use. Unfortunately, California 
and the Western Climate Initiative lag farther behind, illustrating how difficult 
politics can increase program opacity instead of creating clear expectations behind 
a workable policy agenda.4

We begin with the EU ETS. Europe created not only the first major carbon market, 
but also the first carbon market to suffer a major oversupply problem. A 
combination of strong EU member state renewable energy mandates and a massive 
number of low-quality international carbon offsets exogenously lowered demand for 
allowances. These forces -  both products of the fundamental political economy of 
c lim ate  po licy  tha t p rod u ce s  Po tem k in  m arkets  -  com b ined  w ith 
lower-than-anticipated economic growth following the global recession in the early 
2010s to create a large bank of surplus EU allowances and therefore low carbon 
prices.5 In 2015, Europe decided to track excess compliance instrument supplies 

and created the initial EU ETS Market Stability Reserve.6 The EU ETS first 

responded to market oversupply by temporarily deferring the auction of 900 million 
EU allowances -  an approach called "backloading," which was criticized for its 
anticipated ineffectiveness.7 Markets yawned; prices stayed low. Eventually, 

however, the European Commission decided to remove these allowances from the 
normal auction supply and sent them instead to the Market Stability Reserve, 
creating a more permanent and effective solution to oversupply.8



The Market Stability Reserve's reform in 2019 has caused EU ETS prices to recover 
from their anemic levels such that they now constitute, based on the volume of 
emissions they affect, the most important carbon pricing signal on the planet. It 
works as follows. The European Commission measures the number of surplus 
allowances in circulation based on an objective formula. If that number is less than 
400 million, the Market Stability Reserve injects an additional 100 million allowances 
into circulation. If the number exceeds 833 million, the Market Stability Reserve 
absorbs up to 24% of the total by deducting this amount from future years' auction 
budgets.9 If the number is in between 400 and 833 million, no action is taken.

The practical effect of the Market Stability Reserve is to clear a significant excess 
buildup of allowances in the EU ETS. When the EU began its reporting, the number 
of surplus allowances in the program has hovered in the range of 1.6 to 1.7 billion, 
close to a full year's worth of covered emissions (see Table 7.1). As of the 2019 
program year -  the most recent available as of this writing -  an additional 994 
million allowances have been transferred or scheduled for transfer to the Reserve, 
on top of the original 900 million removed under the initial "backloading" initiative. 
More will soon follow.

Table 7.1 EU ETS emissions, allowances, and Market Stability Reserve adjustments 
Source: Emissions data from European Environmental Agency, EU Emissions 
T r a d i n g  ( E T S )  d a t a  v i e w e r  ( J u l y  4 ,  2 0 1 9 ) ,  
https://www, eea, europa, eu/data-and-maps/dashboards/emissions-trading-viewer-l 
; European Commission, Emissions trading: greenhouse gas emissions reduced by 
8 . 7 %  i n  2 0 1 9 ,
https://ec.europa.eu/dima/news/emissions-trading-greenhouse-gas-emissions-redu 
ced-87-2019_en; allowance data from European Commission Communications 
C(2017) 3228 (12 May 2017), C(2018) 2801 (May 15, 2018), C(2019) 3288 (May 
1 4 ,  2 0 1 9 ) ,  a n d  C ( 2 0 2 0 )  2 8 3 5  ( M a y  8 ,  2 0 2 0 ) ,  
https://ec. europa. eu/dima/poiicies/ets/reform_ en #tab-O-1.

2016 2017 2018 2019

EU ETS verified emissions (million tC02e) 1,750.5 1,754.6 1,682.0 1,527

Total number of allowances in circulation 
(millions)

1,694.0 1,654.6 1,654.9 1,385.5

Allowances scheduled for the Market Stability 
Reserve (millions)

0 264.7 397.2 332.5

In essence, the Market Stability Reserve provides a kind of central banking function 
that aims to stabilize prices by altering the supply of money -  a Goldilocks strategy 
for managing allowance supplies. If the EU market has too many allowances, prices 
will fall to unacceptably low levels; to prevent that outcome, the Reserve absorbs 
excess allowances to nudge prices back up. If the market is too tight, then prices



could rise to unacceptable levels; in this case., the Reserve injects new allowance 
supplies to moderate prices. If the market's supply-demand balance remains within 
a desired range, then all is well and the market is left alone to do its work.

Notably, the triggering mechanism is a quantity of surplus allowances, even though 
the impact on prices is arguably the primary rationale for this policy intervention. As 
with Europe's adoption of a cap-and-trade program rather than a carbon tax in the 
first place, a quantity-based trigger reflects institutional constraints on what the 
European Commission can do on the basis of simple majority votes -  price-based 
triggers could raise legal questions about the market regulator's ability to 
implement reforms.10 A quantity-based intervention like the Market Stability 

Reserve can effectively manage program prices if it is carefully modeled, 
transparently monitored, and updated in light of any new information that comes to 
light about the possible price trajectories implied by its dynamic supply 
adjustments. It transforms a quantity-based system in which prices could fluctuate 
widely, as they had in the past, into one with a soft collar -  more like a tax, even 
though legally it isn't a tax.

The northeastern United States' RGGI program takes a similar approach through a 
pair of one-time cap adjustments, as well as a dynamic intervention that resembles 
the Market Stability Reserve. Like the EU ETS, RGGI experienced market oversupply 
conditions and very low prices in the 2010s. The situation with RGGI was more 
extreme, however, because this cap-and-trade program only applies to the 
electricity sector and the United States' electricity sector began a profound 
transformation alongside (but not because of) RGGI. Not only did many of its 
participating states implement aggressive renewable energy and energy efficiency 
regulations, but also the rise of cheap natural gas from fracking dramatically 
accelerated the replacement of high-emitting coal-fired electricity with relatively 
clean natural gas and zero-carbon renewables. Emissions have been falling steadily, 
despite -  not because of -  anemic RGGI prices. As emissions fell owing to 
exogenous forces, the market became oversupplied. In response, RGGI's two cap 
adjustments removed almost 140 million allowances -  about two years' worth of 
total emissions -  from the supply of allowance budgets through program year 
2020.11
In addition to these one-time adjustments, RGGI also developed a dynamic 
mechanism to alter the supply of allowances.12 This additional market feature is 

triggered by observed market prices, rather than the EU ETS Market Stability 
Reserve's measurement of excess allowance supplies. Like the EU ETS Reserve, 
RGGI's approach is two-fold: RGGI features a Cost Containment Reserve that 
releases 10% of the program-wide allowance budget into the market if prices reach 
$13 per allowance in 2021; and if prices fall below $6 per allowance in 2021, an 
Emissions Containment Reserve will absorb 10% of the program's annual allowance 
budget and remove these allowances from circulation. When the market remains in



between the two triggering prices., allowances supplies are fixed -  just as in the EU 
ETS, where supplies are fixed so long as the total number of surplus allowances 
stays within a specified range. (Both triggering prices increase at 7% per year to 
increase ambition over time, but not even the high-end prices are significant when 
compared to the policy incentives supporting renewable or nuclear energy in 
participating RGGI states.)13

The RGGI and EU ETS market designs illustrate how dynamic, rule-based 
adjustments to allowance supplies can help policymakers push their markets to 
achieve greater emission reductions. There are important technical nuances 
between price- and quantity-triggered interventions, to be sure, but each approach 
provides its market regulator with the capacity to set clear expectations in the 
market and automatically adjust program rules to achieve those outcomes. In turn, 
careful modeling of the desired market outcomes enables regulators to set and 
update their desired triggering conditions and automatic program adjustments that 
follow. At the same time, the level and type of organized political pressure 
nevertheless affect policy ambition: RGGI is intentionally designed to be a 
low-priced market in a fast-evolving sector driven primarily by regulation and 
technological change, not carbon prices, whereas Europe is increasingly leaning on 
the EU ETS to deliver a substantial component of its EU-wide climate commitments 
-  even though many EU member states continue to push on clean energy 
mandates at home.

In contrast to the experience in RGGI and the EU ETS, California -  the anchor 
jurisdiction in the Western Climate Initiative -  denies that its market is in a state of 
oversupply.14 California's approach is notable because it officially intends for its 

cap-and-trade program to deliver nearly half of the reductions required to achieve 
its legally binding emissions limit for 2030 -  a further 40% cut from 2020 levels, 
comparable to the ambition of the European Union's own 2030 climate goals.15 The 

promised contribution of cap-and-trade in the state's 2030 climate strategy is a 
dramatic departure from its 2020 strategy, for which cap-and-trade played only a 
minor supporting role.16 While the state's official new climate strategy relies on 

cap-and-trade to drive progress to 2030, policymakers have consistently rebuffed 
criticism about its performance from academics, government analysts, journalists, 
and -  during Ontario's brief participation in the WCI -  even the Ontario 
Government's independent environmental watchdog agency.17 

Not only does the California regulator deny that its market has too many 
allowances, but it has also so far resisted multiple calls for an objective set of 
metrics to track these outcomes, as is done in the RGGI and EU ETS programs.18 

This posture is all the more remarkable because the market regulator's own public 
reporting data contradict its statements about the number of excess allowances 
expected in the years ahead.19 Meanwhile, academic modeling shows that 

oversupply conditions are likely to continue, with the number of excess allowances



accumulated in market participants' accounts sufficient to comply with program 
rules even while enabling emissions that significantly exceed state policy goals.20 

Despite promises to the contrary, the program is not designed to guarantee 
California hits its 2030 emissions limit.

Having a strategy for containing oversupply is essential because these dynamics 
can easily emerge in light of macroeconomic uncertainty, strong overlapping 
regulatory policies, heavy reliance on carbon offsets, or technological change. But 
getting a handle on oversupply creates a second set of problems -  problems that lie 
at the heart of California's challenge and will face any other market that aims for 
more than Potemkin outcomes.
Carbon prices will increase once oversupply is addressed and market ambition is 
ratcheted up -  but the rate and magnitude of the price increase will be uncertain. 
This creates problems for affected industries and thus political problems for leaders, 
who must stay attuned to their base of political support. If visible prices rise too 
high relative to what society is willing to pay, policymakers risk political backlash. In 
addition, prices may become highly volatile owing to the interaction between 
relatively thin markets and strong regulations. Uncertainty about the magnitude of 
price increases and the volatility that might follow are serious political problems 
that must be addressed in parallel with reforms to address oversupply concerns. 

Uncertainty and volatility are particularly challenging problems. Economists Severin 
Borenstein, James Bushnell, Frank Wolak, and Matthew Zaragoza-Watkins have 
analyzed how deep uncertainty over future emissions in the WCI program leads to 
outcomes in which market prices likely equilibrate at the program's minimum floor 
or maximum ceiling price, but only infrequently in between.21 Macroeconomic 

uncertainty means that baseline emissions could be high or low, leading to 
correspondingly higher or lower levels of effort needed from climate policy. That 
uncertainty is further exacerbated by the fact that ambitious regulations are 
anticipated to drive emission reductions in the near term, reducing the share of 
additional emission reductions required by the market. If strong regulation 
continues and economic growth is relatively low, regulations could get California 
most if not all of the way toward its 2030 emissions limit without asking much of 
the market. But if growth is high or if regulations are unsuccessful, then the market 
will tighten and prices could soar. Together these forces produce a bimodal 
distribution of expected price outcomes, clustering at the market's minimum and 
maximum prices, with relatively few scenarios equilibrating in between these two 
levels.22 Uncertainty on this scale creates problems for policymakers and regulated 

firms alike.

Implementing a carbon market in the face of this uncertainty wouldn't necessarily 
be so challenging if regulators had selected a price ceiling that represents costs 
California is willing to pay. With a realistic price ceiling, the market could absorb 
and manage this uncertainty. The worst-case outcome would be a politically



tolerable price level -  albeit one in which emissions may exceed program goals if 
the going gets tough. In California, however, the price ceiling that regulators 
selected is not politically tolerable today. The program's price ceiling begins at $65 
in 2021 -  almost four times current market prices -  and escalates from there at 5% 
per year plus inflation, clearing $90 by 2030.23 Market regulators have taken great 

pains to publicly signal that the program will never achieve these levels, describing 
high prices as a sign of failure rather than climate policy success.24 Relying on 

market oversupply ensures their goals, at least for the time being, but puts the 
regulator in a bind: reforms to increase program ambition by paring back 
oversupply necessarily destabilize the very market design feature that keeps prices 
in a politically acceptable range. And the more regulators signal that they don't 
believe in their own price ceiling, the less anyone else will, either. What is missing 
is a connection between official expectations and political reality; deepening those 
connections is necessary to show all parties that the market system is credible and 
politically durable. Meanwhile, any errors in market administration create impacts 
on prices and liquidity that, when they deviate from what is expected and tolerable 
to politically organized groups, can generate significant political liabilities.

The solution to these problems is to implement a market design that limits volatility 
and guides prices from low to high levels on a predictable schedule. In a 
price-oriented reform regime, such as the RGGI program, this can be done through 
mechanisms that automatically release or remove allowances in response to actual 
market prices. In a quantity-based reform regime, such as the EU ETS, this can be 
done through central-banking-like supply controls signaled far in advance of actual 
reforms taking place. In either system, explicit price or quantity guardrails must be 
based on politically realistic objectives that are informed by careful technical 
modeling exercises. Both can and should be combined with a minimum price floor 
and maximum price ceiling that rise together from relatively low origins, with only a 
modest spread between the two price extremes. Decisions about where to set price 
or quantity guardrails should be revisited on a planned schedule to account for 
improved understanding of market conditions or to take advantage of new political 
opportunities to increase program ambition -  after all, what seems implausible 
today may look different in a rapidly warming world.
Tight and well-administered price collars (or central-banking rules, as in the EU) 
reduce price volatility and opposition to increasing program ambitions, but they 
don't eliminate political resistance to higher prices. Unfortunately, those challenges 
grow bigger the broader the market's sectoral coverage, precisely because in linked 
markets the system overall is only as viable as the viability in the sector where 
political sensitivity to prices is the greatest. Thus, our final recommendation on how 
to design markets capable of supporting greater ambition is to limit their scope to 
sectors that share similar organizational attributes.



Markets with narrow sectoral coverage can help policymakers keep political 
challenges more manageable. The fact is that some sectors will be quite difficult to 
decarbonize. Others will be relatively easy. Some may be particularly trade-sensitive 
and therefore will demand significant accommodations through generous allowance 
allocations or trade policy protections. Lumping all of these problems together in a 
single market design forces the accommodations made for the most well-connected 
or trade-sensitive parties to affect the price and pace of mitigation expected from 
all others. Policymakers should avoid this quandary by including only similarly 
situated industries in a single market, and developing multiple, separate markets if 
they wish to address dissimilar industries with market-based policies.

The idea of limiting sectoral coverage runs contrary to the standard economic 
prescription, but it follows directly from the political structures discussed throughout 
this book. Broad coverage is of course what economic theory recommends because 
the more sectors and territories that are subject to a market, the greater the 
opportunities for cost-effective reductions and therefore the greater the economic 
efficiency of achieving the program's goals. From a political perspective, however, 
broad coverage itself is a barrier to increasing ambition. Every participating sector 
faces the same price signal under a carbon market -  owing to the law of one price
-  and therefore any change to the stringency of the overall program affects every 
participating industry and consumer segment. What results is typically the lowest 
common denominator for program-wide ambition, rather than a dynamic policy 
instrument that responds to changing political and technological opportunity. In 
contrast, if policymakers reach an accord with major emitters in a narrow program
-  or if political support for forcing change in that industry is sufficient -  they can 
proceed with targeted reforms without generating consensus across all major 
industries in the economy.



Our recommendation to narrow sectoral coverage likely matters most for those 
setting up new programs. Disaggregating existing multi-sector programs would 
likely face stiff opposition from market participants who benefit from 
lowest-common-denominator outcomes and might organize to block disaggregating 
reforms. However, in places where existing markets suffer from the politics of 
broad coverage -  for example, in California -  policymakers may want to explore 
options for disaggregation because that strategy might liberate market instruments 
to be used in more effective ways. Policymakers managing existing markets would 
also do well to avoid the temptation to expand their markets further to include new 
price-sensitive sectors.

How to make spending more effective
Most cap-and-trade programs operate under green spending paradigms where 
revenues are spent on initiatives to further reduce emissions. As described in 
chapter 4, however, political forces tend to make green spending programs 
wasteful and inefficient.

Carbon market administrators need to make the most of limited program revenues, 
harnessing them to deliver the most important public goods in pursuit of climate 
solutions. Their task is made more difficult by a wide variety of interest groups -  
including NGOs, incumbent emitters, and politicians themselves -  that seek to 
capture program revenues for private gain or pet theories of change. A certain 
amount of spending on politically essential ends may be necessary to sustain and 
increase policy efforts over time, but these spending choices are in tension with 
those that aim to deliver cost-effective and transformative change on the climate 
front. Figuring out how to accommodate the political without overwhelming the 
publicly beneficial is the central challenge in reforming green spending paradigms. 
In every system there is some level of pork that must be delivered for political 
viability, but the mechanisms that allocate that pork must not be allowed to 
dominate the mechanisms by which a growing share of revenues is spent on 
weii-targeted green investments. Put simpiy, pork and green are different political 
processes and must therefore be managed in different ways.
In practice, most institutional processes for appropriating carbon revenues do not 
distinguish between political and environmental goals, nor do they incorporate 
mechanisms designed to increase their respective efficiencies. Thus, by design, 
these institutions don't help policymakers tackle this central political challenge. The 
result, through co-mingling of funds and wooly oversight, is that vaguely defined 
pork crowds out good green investments. Both elements -  pork and green -  must 
be reformed to unlock the greatest potential for environmental gain.
The solution to ineffective program spending lies in the architecture of public 
finance. The central problem is that political support for global public goods -  for 
example, investment in potentially transformative low-carbon technology -  is weak, 
whereas concentrated political demands for pork are strong. When relatively



modest carbon revenues are appropriated in an omnibus process with limited 
oversight, this imbalance is magnified and pork tends to edge out public goods. To 
rebalance the playing field, policymakers need to alter institutional rules so that 
they strengthen the ability of political forces to identify and mobilize around the 
best uses of the funds. As the role of green spending rises, the institutional 
environment must make it easier for powerful political constituencies to form 
around the efficient deployment of public funds towards climate solutions.

The first step in this type of institutional reform requires separating incoming 
carbon revenues across three independent accounts -  with each account serving a 
distinct purpose with distinct rules and accountability. One fund would be 
designated for political expenditures; the second for climate pollution mitigation 
programs, focusing separately on transformative investments in one portfolio and 
low-cost mitigation investments in another; and an optional third for revenue 
recycling (see Figure 7.1). There should be complete transparency around the 
shares of total program revenues allocated across the three funds, but very 
different requirements for program oversight in each. We are under no illusion 
about the difficulty of reforming these kinds of institutions -  especially when 
reforms threaten to redirect revenues away from well-connected interests -  which 
is why we see the first step in reforms as the simpler move to transparency about 
the size of funds in each bucket.
The climate mitigation fund should be heavily scrutinized with independent expert 
review because it can be assessed against the clearest objective functions: climate 
benefits. It should contain two portfolios, each with distinct performance metrics 
and oversight goals.

The first mitigation portfolio is the most important and would target what we call 
transformative investments.25 These expenditures are likely to be more expensive 

than the least-cost mitigation options on a dollar-per-tC02e basis. They must, 
therefore, hold the potential to create major reductions in the future cost of climate
mitiaation -  includina. if desired, in sectors that lie outside the market's coveraae.- - - - - - _ / / - - /  _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _  _ _ _ _ _ _

In effect, this portfolio would be placing bets on transformation that could unlock 
lower-cost pathways for emission reductions in tough sectors, such as zero-carbon 
liquid fuels that could be used in the transportation or aviation sectors.26 It could 
also include investments to deploy or evaluate novel technologies, like the direct 
capture of C02 from ambient air or soil management techniques that sequester 
significant volumes of C02. Program oversight would be more holistic, with program 
administrators articulating theories of change to achieve transformative outcomes 
and independent oversight scrutinizing whether those particular theories of change 
hold promise. Although less objective, the evaluation of these system-level 
concepts is not new. In many respects, it resembles the challenge facing the United 
States' Advanced Research Projects Agency-Energy (ARPA-E), an energy innovation 
funding agency tasked with supporting transformative research. A growing



literature and practitioner base provides lessons for how these kinds of programs 
can be operated and overseen.27

Managed by climate regulator Managed by tax/finance agency

Figure 7.1: Fund structure
The second mitigation portfolio should target the maximum emission reductions at 
the lowest possible costs. Its purpose would be to advance the ambition of climate 
policy that can't be achieved directly because there are so many political limits on 
high emission prices. Expenditures in this portfolio should be evaluated on the basis 
of their marginal cost (cost per ton of C02e abated), with program administration 
and independent oversight focused on minimizing -  and publicizing -  revealed 
marginal costs. This portfolio would therefore concentrate its investments on 
known, scalable technologies.

The political fund would be designed differently because it would aim to achieve 
different outcomes. There would be no restriction on the activities these funds 
support, and there would be modest transparency and oversight requirements. 
Critics readily bemoan the role of politics and politically oriented spending, but the 
fact is that wise political spending can be an effective mechanism for developing 
and maintaining a supportive coalition for higher carbon prices and the greater use 
of market-based policies. When political spending is wasteful, however, no one 
benefits -  other than special interests, of course. Segregating political spending into 
a separate account without imposing additional transparency requirements 
preserves the opacity required for effective political accommodations. Yet it also 
signals how much of program revenue is being diverted to these ends and 
therefore creates an incentive for policymakers to maximize the political benefits of 
these revenues -  as well as for stakeholders to push for reallocation of funds if the 
balance between spending on political and climate mitigation ends isn't delivering. 
Finally, the third fund would be for any revenue recycling used in the program. It 
should be subject to strict oversight and managed not by the environmental 
regulator, but by the implementing jurisdiction's tax or fiscal department. Revenue 
recycling strategies -  whether tax swaps, with carbon revenues replacing personal 
or income tax receipts, or direct rebates, with funds directed at broad segments of 
the public -  rely on the distinct administrative capabilities that tax and fiscal 
agencies already possess. Consistent with tax and fiscal policy, transparency and 
oversight are both needed and relatively straightforward. Those tasks are easier to 
manage when integrated with the rest of a polity's fiscal framework and the 
standard rules and disciplines of public finance.

An example may help illustrate how this institutional structure helps to generate 
more effective outcomes. Consider a proposal to invest public funds in forest



management practices that are intended to increase the amount of carbon stored in 
healthy forests. Is this proposal primarily an environmental or a political affair? The 
advantage of the segregated fund structure is that we don't need to know the 
answer to this question -  the proponents of the project can make their claims and 
be evaluated according to the logic of each potential rationale. If the investment is 
primarily about reducing climate pollution, it can compete on one of two 
dimensions: either on the basis of low marginal costs or on its potentially 
transformative effects. Transparent metrics and independent review will help focus 
and evaluate these claims. If the project isn't competitive -  that is, if policymakers 
have alternatives that deliver climate benefits at lower costs and if the project's 
long-term benefits are deemed to be less than transformative -  then it won't get 
resources from the climate mitigation fund. Perhaps the intended beneficiary is 
politically influential, however, and may be willing to support higher carbon prices 
in the future. In that case, the project could seek support from the political fund. If 
policymakers judge the project to be politically valuable -  not on the basis of 
marginal costs, but on the basis of relative political appeal -  the project will secure 
funds; and if other, more compelling expenditures are available, then it won't. By 
forcing potential public spending projects to compete either on a political basis or 
under a rigorous review of their environmental performance, the segregated fund 
structure seeks efficiency in both dimensions.
Changing the architecture of program spending to this tripartite approach opens up 
opportunities to improve the operation of spending over time. Because the 
allocation of money across the three funds would be transparent, policymakers and 
stakeholders would be able to advocate for a rebalancing when conditions warrant. 
In turn, this would create strong incentives for program administrators to increase 
the efficiency of their investments within each fund in order to remain competitive. 

Beyond helping to optimize each of these three distinct funds at any given moment, 
this institutional approach should also generate useful information about program 
outcomes. Such information can help improve responsiveness to changing political 
conditions -  especially new waves of political support for increasing program 
ambitions. For example, oversight data from the climate mitigation fund would 
generate useful information about the sufficiency of program ambition and the 
reliance on near- versus long-term mitigation investments. Estimated marginal 
costs for climate mitigation expenditures would allow policymakers to compare the 
benefits of their investments against the stringency of the carbon market, and 
transparency would help raise the odds that policymakers would be held 
accountable against those metrics. If the marginal cost of well-administered climate 
investments significantly exceeds actual market prices, that would be a signal that 
the carbon market is not as ambitious as is needed to achieve policymakers' 
goals.28 Similarly, policymakers and independent experts would be able to monitor 

the two portfolios of climate-related expenditures targeted at near-term emission



reductions versus investment in opportunities to unlock transformative change in 
the years ahead. That monitoring could help improve program administration while 
also offering the information needed to build political coalitions for bigger spending 
programs.
Although most carbon markets lean heavily on green spending paradigms, rather 
than broad-based tax reform or direct consumer rebates, revenue recycling could 
become an increasingly important consideration when carbon prices -  and 
therefore cost impacts -  grow to significant levels. As discussed in chapter 4, the 
academic literature is replete with arguments about the superiority of revenue 
recycling approaches; some advocacy groups on the left and the right advocate for 
recycling-dominated expenditure plans. One of us (Cullenward) even helped draft 
legislation in California that would have shifted the state's green spending model 
into a program where the bulk of the revenues would go to per-capita rebates to 
state residents.29 Despite the appeal of revenue recycling to budget-conscious 

conservatives or equity-minded progressives, we worry that the political efficiency 
of broad-based recycling strategies is weaker than many appreciate. That is, the 
political support purchased with a dollar of broad-based revenue recycling may be 
less than what one can achieve through carefully targeted political programs or 
well-administered environmental investments. That may well be true when market 
prices are low, as they are today. As coalitions emerge to enable higher market 
prices, the political and normative value of revenue recycling may grow over time. 
A dynamic fund structure anticipates this potential and creates a path forward for 
these kinds of reforms over time as the political demand for equity protections 
grows.



Meanwhile, green spending prevails. By segregating expenditures across three 
funds, strengthening oversight for environmental effectiveness, and providing an 
institutional mechanism to reallocate revenues across political, climate mitigation, 
and revenue-recycling purposes, our reforms create an institutional setting that can 
nimbly respond to growing demands for more ambitious climate policy.

How to make external relations work
A third set of reforms addresses the interaction between individual cap-and-trade 
programs and the outside world. Those links have happened in two ways: through 
carbon offsets and the direct integration of markets. Today, as we discussed in 
chapters 5 and 6, neither offsets nor linking markets is working well. Carbon offsets 
dilute markets' environmental integrity because industries push for quantity over 
quality, with strong support from NGOs that are steeped in the business of offsets. 
Opposition to these problematic programs tends to be weak and comes, if at all, 
from under-resourced public interest voices and administrators.
Most of the dominant paradigm for markets focuses on the potential for leading 
climate jurisdictions to focus outward, promoting their efforts that engage other 
jurisdictions as the best possible sign of policy success. We would reverse that 
framing. The most important thing climate leaders can do is demonstrate what 
successful carbon pricing looks like at home. Policymakers will retain greater control 
over the quality of their home market if they channel resources through competitive 
spending initiatives to invest in outside programs, rather than offset schemes that 
undermine the home market. (When quality problems manifest, spending programs 
are more readily corrected because changes don't impose higher costs on domestic 
polluters -  unlike offset reforms). Instead of focusing on accumulating market links, 
policymakers should look to develop simple, streamlined programs that are easily 
adopted or emulated -  with intergovernmental cooperation typically taking a more 
indirect, but ultimately more effective, form.

This is not to say that climate leaders shouldn't think about how to influence 
neighbors, trading partners, and other foreign governments. Quite the opposite: 
global climate change policy is, at heart, a question of foreign relations, not just 
domestic policy. But the conventional focus on offsets and market links risks 
creating low-quality intergovernmental relations, not a stepping stone to serious 
cross-border policy cooperation. Offsets present an essentially insurmountable 
administrative problem and offer no benefits that cannot be achieved through 
smart foreign relations and strategic spending. In turn, the conditions under which 
formal interactions between cap-and-trade programs can sustain high-quality 
outcomes are much more limited than most proponents acknowledge.
Our recommendation on offsets is simple: get rid of them. All of the legitimate 
motivations for offsets can be better accommodated through a combination of price 
containment features in the home market design and competitive spending 
programs in other jurisdictions.



The effective regulatory oversight of carbon offsets requires an army of talented 
civil servants charged with evaluating counterfactual scenarios across multiple 
industries, many of which lie outside the core expertise of their host agencies. 
Those sectors typically experience significant technological change and shifting 
market dynamics -  all in the face of well-organized lobbying pressure to increase 
credit volumes from offset-project owners, self-interested intermediaries, and 
regulated industries. The task of delivering high-quality, low-cost offsets under 
these conditions is enormous, if not impossible. It is also unnecessary. Every 
motivation for carbon offsets -  whether the goal is to reduce compliance costs for 
industry, pursuing local environmental co-benefits, sending revenues to politically 
favored actors, or spreading the reach of carbon pricing incentives -  can and 
should be accomplished through other mechanisms.

From a political perspective, the dominant reason for offsets has been to 
accommodate industry's demand for low prices. A large volume of offsets keeps 
program costs low and enables incumbent firms to continue business-as-usual 
emissions, while paying modest fees to third parties that secure offset credits under 
the less-than-watchful eyes of market administrators. The right way to deal with 
industry pressure to reduce costs is to manage market prices directly, rather than 
indirectly through the flow of dubious offset credits. Policymakers should employ 
tight price collars and other price- or quantity-triggered, rule-based policy 
interventions designed to keep market prices within a politically tolerable zone. 
Offsets purport to achieve these goals without sacrificing program ambition, but 
time and time again, offset programs end up producing low-quality environmental 
outcomes that obviate this claim. It is far better to have a program with lower 
explicit price ambitions than one that claims to deliver the moon, but mostly 
delivers low-quality offsets instead.

A second rationale for offsets is that they can generate important environmental 
co-benefits, such as to species or land conservation.30 These policy goals can be 

more readily achieved in other ways, including competition among programs on an 
even playing field with other claims for direct public funding. This approach would 
require project proponents to make their case in competition against other potential 
expenditures on cost-effectiveness criteria. Competition will help increase 
environmental and economic co-benefits and also create transparency (and political 
support) for the most effective programs. As an added benefit, the consequences of 
imperfect implementation are significantly lower in the context of expenditures than 
in the context of offsets. Getting offset calculations wrong -  on additionality, 
leakage, or any of the other host of unverifiable and technically maddening 
concepts -  ends up generating a net increase in climate emissions because 
regulated emitters can increase their capped emissions for every offset credit in 
circulation. In contrast, a less-than-perfect expenditure may exhibit room for 
improvement, but the perfect need not be the enemy of the good -  an imperfect



spending program still reduces emissions. That is., when public funds are spent to 
reduce emissions but only achieve 75% of their intended effects, the outcome is 
still a net win: the policy delivered 75% of its benefits, instead of increasing net 
emissions by 25%.

Offsets are also promoted for a third set of reasons: their ability to channel funds to 
target sectors. Perhaps their intended beneficiaries are politically influential, or 
perhaps policymakers wish to ramp up investment in uncapped sectors where 
mitigation is especially difficult. Whatever the case, these rationales are better 
accommodated through spending approaches instead. To attract funds, the 
purported benefit of a project would have to survive competition with like projects 
-  whether in terms of political or climate benefits -  creating incentives to identify 
only those investments with the greatest expected benefits. Serious projects will 
survive, and the wheat will be separated from the chaff.

When offset programs go wrong, they create difficult and lasting challenges that 
slow down the pace of climate policy. Policymakers have given too little thought 
about what to do when large offset programs fall short. It's easier to change 
spending priorities than it is to remedy the structural consequences of low-quality 
offsets, which have been vexing in practice. Consider the canonical example of 
Europe's reliance on international Clean Development Mechanism offsets in its early 
carbon market. As public awareness about the low quality of CDM credits grew, 
pressure mounted to reform the use of offsets in the EU ETS program. Ultimately, 
the European Commission decided to ban the use of the most problematic CDM 
offsets and significantly limit total CDM usage beginning in 2013, the start of the 
third phase of the EU ETS.31 But by the end of the second phase -  when lax limits 

still applied -  regulated emitters used more than 1 billion CDM offset and Joint 
Implementation credits in the EU ETS.32 While not the only cause of low market 

prices in the years that followed, emitters' ability to rely heavily on offsets in the 
second phase of the EU ETS allowed them to bank a large number of EU 
allowances for use in the third phase, contributed to market oversupplv conditions 
that have only just begun to diminish in light of recent, hard-fought reforms. This 
story matters because quality control problems with the EU's reliance on 
international offset credits created a political problem that took years to resolve. 
Emitters that held offsets or expected to use them opposed reforms, which meant 
that the only realistic path forward was to enable emitters to spike their use of 
offsets in phase 2 of the EU ETS and, as a result, to carry forward a large bank of 
allowances into phase 3. As Table 7.1 indicates, the Market Stability Reserve's 
dynamic rules have finally removed about as many allowances from the program as 
the use of international offsets freed up in phase 2.

Another example illustrates how policymakers have greater options when they 
pursue environmental programs through expenditures instead of offsets. Consider 
the case of deforestation in the Brazilian Amazon, a hotly contested issue. For many



years., the governments of Norway and Germany have invested heavily in 
payment-based systems called REDD+ programs, where funds flow to parties that 
purport to protect intact tropical forests. Norway, in particular, has invested about 
$1 billion in the Brazilian Amazon.33 Under Brazilian President Bolsonaro, however, 

deforestation rates have skyrocketed as his administration dismantles the 
environmental governance regimes developed over years to manage its tropical 
forests. President Bolsonaro's radical agenda met with widespread international 
condemnation in 2019, with Norway and Germany withdrawing their forest funds, 
multinational companies threatening to divest from Brazilian products in their 
supply chains, and a number of European countries discussing whether to take 
punitive measures against Brazil in trade policy.34

Time will tell how effective these punishments are in forcing a hostile administration 
to reverse course on its domestic policy, but contrast this situation with what would 
have happened had international aid to Brazil come in the form of carbon offsets. 
For years the California government has been promoting an international offsets 
program called the Tropical Forest Standard (see chapter 5), eyeing the Brazilian 
state of Acre as its first prospective partner.35 If California emitters had been buying 

offsets from Acre in the years running up to President Bolsonaro's election, the 
sudden spike in deforestation rates would have completely overwhelmed the offset 
protocol's meager 10% buffer pool36 and led to massive non-additional crediting
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the damage to the carbon market's environmental integrity would have required 
them to impose punitive costs not on the Brazilian regime, but on their own 
domestic industries, which would presumably point out they were just following the 
state government's own rules and fight any reform affecting the credits they had 
already purchased. An outcome like that of Europe's response to the crisis with 
CDM offset credits would be the most likely outcome: controls phasing in over time, 
but with whack-a-mole problems following as a cut in offsets leads to a glut of 
bankable allowances, which in turn need to be balanced after the fact. In contrast, 
payment-based systems can just as easily blow up -  but managing the 
consequences that follow only requires political leaders to stand up for international 
norms and environmental values, not impose major costs on their own people.
Any proposal to get rid of offsets will kick the hornet's nest of offset developers, 
whose entire business model depends on preserving the status quo -  not to 
mention their environmental NGO allies. Policymakers considering such a proposal 
should expect concentrated resistance from these quarters, but may find success if 
they coordinate their reforms with comprehensive strategies designed to 
accommodate industry interests and retain sufficient funding to support politically 
connected projects. Getting rid of offsets also brings benefits that could increase 
the size or strength of the pro-climate coalition. Most notably, offsets deprive the 
state of revenues raised at auction because offset oroarams deoress market orices



in proportion to their size. Forcing companies to buy more allowances from the 
state -  possibly at higher prices -  will raise additional revenues that can be 
deployed to build interest in reform. Thus, by pursuing offset reforms alongside 
inward-facing reforms to market designs that raise political support for higher 
prices, policymakers may be able to wrest control over the funds offsets 
inefficiently divert to third parties.
Our final recommendation with regard to external relations concerns direct links 
between markets. The standard market playbook emphasizes the benefits of linking 
together markets from the "bottom up" -  possibly offering a way around the failure 
to implement international markets from the "top down." This advice has reality 
backwards. Successful market links require sophisticated institutional capacity in 
every single partner jurisdiction. Pursuing links before those institutions are ready 
creates multilateral markets that are thin and fragile.
We see a limited role for external market links going forward. Instead of aiming to 
maximize market links, policymakers should instead focus on proving the 
effectiveness of their policy models for export and emulation, rather than formal 
linking.

When it comes to external market links, what matters most is institutional capacity. 
Analysts have focused, wrongly, on potential gains from trade owing to differences 
in marginal prices across prospective market links; and policymakers have focused, 
unwisely, on promoting the number of governments participating in a linked system 
as a kind of validation of their own wisdom or a sign of growing climate policy 
ambition. Both groups have it wrong. The debate over market links needs to focus 
first and foremost on the institutional conditions necessary to sustain strong 
programs, otherwise market links will remain thin and brittle -  or, worse, the links 
may create new structural barriers to growing ambition within a linked system over 
time, as the ambition of one jurisdiction crashes head-first into the weaker effort of 
its linked partner.

Practically speaking, the potential for external market links that meet the conditions 
for effective integration is likely to be small. This reflects, in part, the limits facing 
subnational governments, many of which are leading the charge on climate policy. 
California may be the fifth largest economy in the world by GDP, but it lacks a 
dedicated civil service focused on foreign affairs and is prohibited by the US 
Constitution from signing legally binding treaties.37 As a result, the Western Climate 

Initiative -  featuring California, Québec, and, temporarily in 2018, Ontario -  is 
thinner than it might appear. Legally, market links take the form of domestic rules 
that recognize the compliance instruments of foreign partners as equal to the value 
of their domestic equivalents -  essentially, a fixed exchange rate between foreign 
currencies.38 As discussed in chapter 6, however, agreements between subnational 

governments are unenforceable as a legal matter.



It bears repeating that the standard plavbook on market links reverses the order of 
operations that is required to achieve deep and substantial cross-border 
cooperation. Oversupplied markets with low prices make the most attractive linking 
partners. Forging new links with such a low-cost market allows policymakers to 
show that they are acting on climate without imposing the costs needed to actually 
deliver the goods. For these reasons, some policymakers actually suggest that 
oversupply is a desirable incentive to expand markets' reach through linking.39 Put 

in simpler terms, when one market has too many allowances to achieve its goals, it 
can sell those to others, essentially infecting the new entrant's program with the 
oversupply virus. If the end goal is to link markets, there is no question this tactic 
has merits -  after all, nothing makes the politics of markets easier than strategies 
that trade environmental effectiveness for low costs. But this approach gets the 
logic backwards. Serious market-based policies require the institutional capacity to 
manage cross-border economic impacts from rising prices, not short-term solutions 
designed to create the appearance of cost-effective environmental success while 
kicking the can of institutional reform down the road. Those approaches defer the 
investments in the institutional capacities to support cross-border cooperation and 
replace them with liabilities that are harder to manage in a multilateral context. 
Rather than focus on thin market links, policymakers would be wise to consider 
other forms of policy leadership. Chief among them should be the concept of 
identifying and demonstrating model market designs and institutions that others 
can emulate -  particularly those with smaller or less sophisticated governments. 
The learning that follows would be no less important and arguably far more useful 
than what actually happens in the context of thin market links.

With careful and comprehensive reform (see Table 7.2), markets should be able to 
contribute significantly more to climate policy. And if large nation-states like the 
United States or China commit the necessary resources and political capital to 
implementing well-designed home markets, there may be some potential for deep 
cross-market links in the future. But even in the best-case scenario, markets are 
unlikely to come close to displacing regulation-dominated climate strategies. The 
primary value of well-run markets will instead be to improve the static economic 
efficiency of a climate policy portfolio in sectors where the costs and opportunities 
for achieving deep reductions become clear, and the institutional capacity to 
compensate policy losers is sufficient. As explained further in the next chapter, 
regulations and industrial policy are here to stay. They need to be managed wisely 
to address the shortcomings of real-world markets, whether Potemkin or reformed. 

Table 7.2 Summary of market reform recommendations

Issue Do: Do not:



P r o g r a m  
am bition  and 
coverage

Measure oversupply transparently 
and reduce oversupply using 
rule-based program reforms

Ignore evidence and history

Manage market prices via a price 
c o l l a r  a n d / o r  t h r o u g h  
cen t ra l-bank ing - l ike  supp ly  
management

Rely on ove rsupp ly  to 
contain program costs

Narrow program coverage to one 
or at most two sectors; implement 
multiple programs, rather than
one

Pu rsue  e c o n o m y -w id e  
p r o g ra m s  tha t  c rea te  
multiple veto points for 
regulated industries

Revenue use Set up separate funds with each 
dedicated to a distinct purpose

Lump expenditures together 
in a n  o m n i b u s  
appropriations process

I m p o s e  o v e r s i g h t  o n  
env ironm enta l  and revenue 
recycling programs

Co-m ing le  polit ical and 
environmental expenditures

Require transparency in how much 
m oney  is spen t  on polit ical 
projects

Impose additional oversight 
on political expenditures

S e p a r a t e  l o w - c o s t  a n d  
transformative environmental 
investments and use metrics to 
evaluate program effectiveness

Co-mingle high-cost and 
low-cost env ironmenta l 
spending programs

Fund near-term deployment and 
long-term R&D

F u n d  l o n g - l i v e d  
c a p i t a l - i n t e n s i v e  
infrastructure projects



E x t e r n a l
relations

Eliminate offsets; replace them 
with price collars and program 
spending

Rely heavily on offsets or 
allow any low-cost offsets

Focus inward to develop politically 
stable coalitions before linking

Focus outward on superficial 
market links before program 
ambition

Focus on institutional capacity to 
manage market links before 
linking

Focus on potential gains 
from  t r a d e  o r  p u b l i c  
relations opportunities

Promote successful internal policy 
models for export or emulation

Fetishize market links as a 
means of substantiating 
climate leadership
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Rightsizing markets and industrial policy
Most of this book is about setting the right expectations for market-based policies. 
Its core assertion is that advocates for market-based strategies have overplayed 
what market-based policy instruments can deliver in the real world where 
economies must be put on a trajectory for deep decarbonization. A growing number 
of policymakers, firms, and lobby groups have joined in the chorus advocating 
market-based strategies for various reasons: some because market forces sound 
powerful and modern, some because they hope that market-based strategies will 
appeal to a broad political spectrum needed for politically sustainable climate policy, 
and others for an array of well-intentioned yet cynical logics. This increasingly 
powerful coalition is screaming "markets" when the data, for the most part, show 
that market-based strategies have failed to have much impact on climate pollution 
and on the development of innovative technologies for deep decarbonization.

Fixing what ails market-based approaches to pollution control isn't simply a matter 
of tweaking policy variables here and there. Rather, the problems are built into the 
structure of politics and the capabilities of governments to adopt and manage 
market-based policy instruments. There are no magic wands that change those 
constraints. Carbon markets, except in a handful of societies that are unified on the 
need for action and also have highly capable systems of market administration, 
have failed to generate the price levels and confidence needed to encourage much 
change because they end up as Potemkin markets. After more than a decade of 
reform efforts, only the EU ETS has emerged as a notable exception to this 
sobering fact. Emission taxes have performed better, but only for a tiny portion of 
global emissions and in a handful of trade-insulated sectors; they are unlikely to 
scale any faster than markets because their acute political visibility makes them 
even more difficult to enact in the first place. Even where cap-and-trade and 
emission tax systems have performed the best, most of the reai work for 
developing new technologies and cutting emissions has been accomplished through 
other policy instruments.
Fixing what ails market-based approaches is also not merely a matter of building 
more political support for effective climate policy. To be sure, more powerful 
political support in more countries is essential to taking the climate problem 
seriously. But political motivation, alone, will not overcome the structural failures of 
market-based strategies. Recognizing these limits is an invitation to rethink how 
market-based policy instruments could be deployed as part of a larger and more 
effective strategy for achieving deep decarbonization.

The first step in developing that larger strategy involves rightsizing markets -  
understanding that the roles for market-based policies are much narrower than



originally thought. These approaches must be designed principally to work within 
countries where it is possible to administer them reliably. They must be designed 
for a Potemkin world -  where markets operate alongside regulation, which is and 
will remain the policy instrument of choice in most countries. They should be 
targeted to sectors where it is easier to manage the politics of highly visible market 
signals and where the process of decarbonization involves firms and consumers 
choosing from among mature technologies with known properties and investment 
risks. That role has been observed, so far, mainly in the power sector, where 
market signals, such as in the United Kingdom, have played a big role in favoring 
zero-emission renewables and relatively low-emission gas over coal. Indeed, the 
earliest and most highly effective market-based strategies, such as for cutting lead 
from gasoline, worked in settings where technology performance was largely 
known -  where market signals offered a powerful and flexible incentive for firms to 
cut pollution in optimal ways within a single, well-defined sector with a well-defined 
suite of technological responses.1

A sector-by-sector approach for carbon pricing should recognize that the rule of one 
price, which is so attractive to the theory of market-based pollution control, is a 
political millstone when applied across the economy as a whole. The politics of 
decarbonization vary by sector, as do the tasks of industrial transformation. In most 
sectors, deep decarbonization requires support for fledgling technologies and new 
markets. In some sectors, interest groups are highly sensitive to visible changes in 
price -  a sensitivity that, if accommodated through markets that span multiple 
sectors, leads to low prices and ineffective market systems in every sector they 
touch. Coupling diverse sectors into a single market that operates under a single 
price dilutes the entire, broader effort. The benefit of multi-sectoral coupling 
through common markets is flexibility of effort, but the cost is much greater and 
pernicious: locking markets into low ambition.
The logic of rightsizing will be a bitter pill to swallow for those who advocate heavy 
reliance upon markets. It is a pill that must be swallowed, however, if societies are 
to focus on strategies that have the potential to work.

In this chapter, we look at what is left after the pill is swallowed. If the role of 
market policies is highly constrained, what can be done to bend down emission 
curves and achieve deep decarbonization? Many studies have outlined trajectories 
for deep decarbonization without much attention to the policies that will be needed 
to achieve that outcome.2 A growing number of studies have also articulated 

collections of policies and other interventions to reduce emissions.3 And some 
scholarship has focused on the styles of policymaking and administration needed to 
steer these kinds of deep transformations.4 A few studies look, as well, at the 

politics of industrial transformation.5 These are big questions with complex 

answers. Here we sketch out what else is needed, after expectations and designs 
for markets are rightsized.



Effective climate policy requires two main elements. The first is industrial policy: 
that is, direct intervention into key sectors of the economy to support fledgling 
technologies and build new systems for industrial production. The standard view 
that market-based strategies would be more efficient than direct government action 
-  that is, "command and control" regulation, as it was known pejoratively -  was 
formulated at a time when regulation often performed poorly. Regulators directly 
selected technology, often with little knowledge of whether their choices were best, 
and had no system in place to learn quickly; they created rigidities in the economy 
that drove up costs. Government R&D programs poured money into incumbent 
technologies -  a pork barrel rather than a wellspring of innovation.6 When 

market-based strategies were compared against o ld-school regulatory 
interventions, the former looked much superior.7 But those comparisons are 

misleading from today's vantage point. Managed well, today's regulatory systems 
are much more adaptive, flexible, and responsive to new information.8 When 

applied to the challenge of warm ing em issions, direct regulation and 
complementary industrial policies are well suited to the task of creating the 
conditions for deep transformation in technology systems and then identifying the 
technology pathways that are viable. For some policy analysts and advocates, our 
support for regulation may be seen as throwing down a gauntlet in favor of "the 
state" over "the market." We see this differently: as a blend of efforts where the 
role of the state must be large because market forces, even when well designed to 
the limit of what is politically feasible, can only do so much -  especially at the early 
stages of developing, testing, and deploying new decarbonization technologies and 
infrastructures. Indeed, the best studies of pollution markets have usually found 
that the market and the state work in tandem.9

Our thinking about smart industrial policy draws heavily on the concepts of 
"experimentalist governance" (XG). It is about creating the incentives for firms and 
governments to test new ideas, learn quickly what works, and then adjust goals 
and directions in light of that learned experience. It requires highly motivated and 
capable governments and industries; fortuitously, those conditions exist across 
many of the jurisdictions that are poised to lead on climate policy.10 One of the 

most important insights from XG scholarship, pioneered by Charles Sabel and 
Jonathan Zeitlin, concerns incentives. Firms and governments invest in the search 
for radical solutions -  such as industrial transformations that yield deep 
decarbonization -  not because they face small changes in the relative prices of 
production factors such as the cost of natural gas or coal. Rather, they are 
motivated by big hammers that create existential threats to their industry and 
political support.11 Radical change is risky, and the key players won't grapple with 

the need to take those risks if policy is merely designed to internalize externalities 
through modest market signals.



The second essential element of effective climate policy is international strategy. 
The standard view is that cooperation is important because the problem of climate 
change is global. Our view is that cooperation is required because success in 
achieving deep transformation requires industrial strategies that test new ideas 
across many circumstances: that is, collections of experiments and joint learning 
rather than just singleton settings. Chapters 5 and 6 explained why markets won't 
become a major mechanism for achieving deep international cooperation; 
recognizing that reality requires looking for different approaches instead. Direct 
market linkages between cap-and-trade systems are thin and few; international 
offsets, for the most part, have been used to dilute the power of market forces 
rather than expand them effectively to new jurisdictions. By contrast, industrial 
policy is much easier to coordinate across borders. Acting alone, neither 
government nor business has the scope and authority needed to achieve deep 
decarbonization across multiple markets where technology, ideas, and capital are 
fungible. Working together will make that possible, but it will require rethinking 
many accepted wisdoms. For example, the Paris Agreement has a role to play in 
supporting climate policy deepening, but at best it will only be an umbrella under 
which more focused joint action by business and government can flourish. In terms 
of membership, Paris is too big and too unwieldy because it involves nearly every 
nation on the planet and operates by consensus rule. It is also too focused on 
governments because serious problem-solving will require other actors as well. 
Working in small public-private clubs of cooperating nations and industries will 
make it possible to achieve cooperation far beyond what Paris, alone, can 
achieve.12

A system of coordinated industrial policy is well suited to the early stage of 
technological development in most of the industries that will be pivotal to deep 
decarbonization. The places in the world where there is large and growing public 
support for climate policy are creating strong incentives -  big hammers -  that are 
motivating firms and governments to invest in new technologies and to build new 
industrial policies. These politically motivated industrial policies have taken on many 
different names, such as the "green new deal" or the "new carbon economy." 
Existing firms that are incumbents in those markets -  and fear losing their license 
to operate -  have similarly powerful incentives to invest in a decarbonized future. 
Successful industrial policies will also create incentives for new firms to emerge -  as 
those new entrants grow in market share, they will gain political power, a process 
that is evident today with the rising political influence of Tesla, BYD, and other new 
entrants into clean personal vehicle and bus markets.

The right balance of incumbent and new firms is one of the great unknowns in this 
process. Attention to that question must lie at the center of industrial 
decarbonization strategy. Incumbent firms with new missions may be part of the 
solution to the climate problem -  something that is visible today with global electric



power incumbents that have taken on the mission of deploying renewables; global 
incumbents who build nuclear plants, such as the South Korean-designed plant 
beginning operations in Abu Dhabi; and a few established auto makers that are 
making big bets on electric vehicles, such as Volkswagen. Or incumbents might 
remain a core part of the problem as blockers of radical transformation. That 
danger that may be emerging among the aircraft industry (and its regulators), 
which is focused more on using offsets to cut emissions than on radical 
technological innovation. Smart industrial policy, coordinated across a critical mass 
of leader jurisdictions, must mobilize both incumbents and new entrants. The 
incumbents offer the advantage of scale and alignment with existing infrastructure, 
which can speed the process of technological transformation, but the disadvantage 
of deep investment in old orders. The new entrants offer the advantage of fresh 
thinking (and easy failure), but the disadvantages from a lack of heft and political 
power.
A smart international strategy must look far beyond the jurisdictions that are 
motivated to be climate leaders. At best, today, governments within the nations 
and subnational units that are willing to be climate leaders account for about 
one-fifth of global emissions. Their leadership is essential to framing the options for 
deep decarbonization and proving new technological concepts, but leaders have 
limited direct leverage on global climate politics because they constitute a small and 
shrinking share of global emissions (see Figure 8.1). In 1990, the jurisdictions that 
would become reliable climate leaders -  all of the European core, plus about half 
the United States and other parts of the advanced industrialized economy -  
accounted for about one-third of global emissions. Today their share is much 
smaller. Indeed, it is now on par with the countries that have been reliable blockers 
of climate policy efforts, such as Russia, key OPEC members, and other big carbon 
exporters.
Leaders, we argue, must rethink how they invest in leadership. They must shift 
away from measures that look good at home but don't scale: for example, 
purchasing offsets so that firms or governments can pretend they are carbon 
neutral, or cutting emissions through technological measures that are so expensive 
that they are unlikely to be adopted widely. Instead, every action by leaders must 
be evaluated through the lens of followership: does the early investment that befits 
leadership raise the odds of pervasive followership? Strategic leadership requires 
active, coordinated industrial policies to explore the range of technologies needed 
for deep decarbonization and to learn quickly what works through the logic of XG. 
It also requires active promotion of followership, so that the politics and markets in 
leader jurisdictions become more actively connected to those in the rest of the 
world. Globalization of ideas, political movements, and technologies is potentially a 
boon for rapid, deep decarbonization and is a force that must be mobilized to that 
end.



1990 2005 2018
(start of UNFCCC) (many base years) (today)
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Figure 8.1 Climate policy leaders and followers
Chart shows fraction of global C02 from fossil energy use in 1990, 2005, and 2018 
from countries and jurisdictions that are reliable leaders on climate change, along 
with big carbon exporters that have reliably tried to block effective global policy. 
The size of the pies is proportional to total global emissions.
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the logic of "leadership" and "followership" outlined in David G. Victor, "We have 
climate leaders. Now we need followers," The New York Times (Dec. 13, 2019); 
Monica Crippa et al., "Fossil C02 and GHG Emissions of All World Countries -  2019 
Report" (2019), https://edgar.jrc.ec.europa.eu/overview.php?v=book!et2019.



This approach -  decarbonization through industrial policy and strategic 
internationalization -  is designed to realign the political forces we identified in 
chapter 1. The incumbency of big carbon is firmly established almost everywhere in 
the world, and that incumbency helps explain why so many market-based systems 
(especially cap-and-trade) end up as Potemkin markets. Active industrial policy 
must be designed to redirect and rattle that incumbency and create new political 
forces -  a blend of incumbents that have rethought their strategy, along with 
organized new firms that have a stake in successful decarbonization. Success will 
see the status quo reconfigured around the logic of deep decarbonization. That 
process of industrial and political co-evolution is easier to organize when focused 
sector by sector, because the politics (and the roles of incumbents and new 
entrants) vary by sector. Indeed, the world's most successful examples of active 
industrial policy around clean energy reveal exactly those kinds of political 
processes at work, such as the emergence of politically powerful renewable energy 
policies in Germany or the emergence of electric vehicle industries in lead markets 
such as Norway, California, and now China.13 While most analysts tend to focus on 

deep decarbonization as a process of identifying and following technological 
pathways to low emissions, in the real world success in this venture will require a 
dynamic political process that creates and strengthens interest groups that are 
paving those pathways to a low-carbon future. Technology and investment, 
marshalled strategically, create new politics as organized groups that favor deep 
decarbonization command greater market shares, deeper alliances, and a louder 
political voice.

Toward a new industrial policy
Deep decarbonization is a complex process that is fraught with political and 
administrative challenges. At its core it requires doing three things. The first is 
encouraging the emergence of radical new technologies and business practices. 
The second involves diffusing those technologies into more widespread service so 
that innovators can gain experience and improve their technology through iearning 
and scaling. And the third involves pervasive -  in the case of climate pollution, 
global -  reconfiguration of markets so that essentially all firms and households shift 
to low- and zero-emission technologies.14

Market incentives can be particularly effective during the diffusion and 
reconfiguration stages of technology development, when the best approaches are 
generally known but many firms and households need encouragement to adopt 
them. But unless prices are extremely high, market strategies don't have much 
impact on emergence. And even where new technologies are emerging, firms won't 
bear the risk and cost of developing completely new production methods in the face 
of only marginal -  and highly unstable -  incentives for change.



Today, as we argued in chapter 1. the process of deep decarbonization is at the 
early, emergence stages for new technology in nearly every major emitting sector. 
New business practices and technologies have been imagined and a few tested -  
for example, advanced methods for making green steel and plastics, or advanced 
power plants that capture all their pollution or even have negative emissions -  but 
the overall state of development is still fledgling. This insight helps to reveal why 
the promise and reality of markets have been so different. Not only are there major 
structural barriers to making market instruments work effectively, but the market 
instrument itself is not well suited, on its own, to the very stage of technological 
and business developm ent the world is in today with regard to deep 
decarbonization.15

Fixing this problem requires much more active intervention in the places where new 
technologies must emerge. The good news is that over the last few decades 
scholars and policymakers have learned a lot about how to organize that 
intervention, so that government works closely with industry to gather and test 
information about which technology pathways are most promising, to learn quickly 
from mistakes, and to adapt to changing conditions. These insights have traveled 
under different names, such as "adaptive management" -  a popular idea 
developed, in part, by thinking about the policy process as an ecosystem of ideas 
and technologies that must constantly adjust to new information.16 The place where 

such ideas have been applied most extensively is Europe, which is hardly surprising
since state intervention in Europe is generally greater than in the United States and 
because the rise of the EU has required building a sophisticated administrative 
system that can respond not only to shifts in technology but also to the diversity of 
business and political settings across the many different EU member states.17 

Scholars who have looked closely at how the EU has used XG approaches to tackle 
problems have found that its patterns of state-firm interactions are very similar to 
those in jurisdictions that want to be climate leaders. There is powerful and 
growing pressure to invest in transformative solutions, but the best routes forward 
are unknown. Experimentalism is designed for these settings -  where uncertainty is 
high, as are risks for early investors, because new technologies and business 
practices are taking shape. Only with government and business working together is 
it possible to narrow uncertainties -  a process that requires information from field 
trials that reveal practical insights about what works and scales. Traditional 
self-regulation by firms acting on their own behalf does not work because they 
have neither sufficient incentive for action nor enough control over their broader 
environment to solve problems on their own. And traditional regulation where 
government does all the work also fails, but for different reasons: because state 
policymakers do not have sufficient information about new technologies to avoid 
making egregious and expensive errors. What's new about XG is that it explains



why these actors are motivated to work together to narrow uncertainties and 
transform markets.

The best research on XG has identified four main elements of effective systems.18 

The first is that big problems are broken down into smaller and more tractable 
units. Applied to climate change, this logic requires breaking down the big 
challenge of deep decarbonization into smaller units -  most likely industrial sectors, 
as well as cross-cutting applications such as energy carriers (e.g., hydrogen) and 
fundamental services (e.g., mobility). Within each unit, overall provisional goals can 
be set — just as, for example, today many policy efforts are benchmarked against 
consistency with the goal of stopping warming at 2 or 1.5 degrees above 
pre-industrial levels. Nobody really knows if those goals are achievable, but they 
are a corrigible first draft. Breaking down big problems into smaller ones makes it 
possible to focus resources and incentives on the nub of each problem -  to tailor 
incentives and actions to the particulars of decarbonizing electric power, which is 
distinct from decarbonizing cement, different yet again from steel, and such.19 

The second element is an incentive for change. Unlike market-based incentives -  
which work at the margin and are generally small -  the incentives that cause the 
biggest changes are known as "penalty defaults." They are big hammers. Examples 
include loss of reputation and access to whole markets from failure to respond to a 
pressing problem -  extreme outcomes that motivate firms to search for profound
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performance and firms know what it costs to fail -  penalty defaults are both more 
draconian and more ambiguous. They could be catastrophic to firms that fail to 
respond, but they are provisional -  if good efforts are made and solutions prove 
more difficult to find, then penalties are delayed and additional rounds of 
problem-solving follow. For example, when palm oil traders organized themselves 
to create a large supply of sustainable palm oil -  indeed, a supply that is so large 
that today it outstrips demand -  they did so because they feared exclusion from the 
European market. European policymakers (and political parties) were increasingly 
aware of the consequences of destruction of rain forests, notably in Indonesia, 
owing to palm oil expansion, and were looking for draconian solutions. Airlines find 
themselves in a similar situation, where draconian threats in Europe have motivated 
a search for solutions. So does the gas and oil industry, where many firms (starting 
with those headquartered in Europe) are now actively hunting for solutions to deep 
decarbonization in ways they didn't before policy threats became existential for the 
industry. The intensity of harmful consequences motivates action. These penalties, 
although severe, are not automatic; they are applied only when firms fail to make 
an effort, which creates an incentive for them to reveal information about what 
they are trying and about the real pace of progress.
The third step in XG is experimentation. Firms and governments that face penalty 
defaults have strona incentives to make aood-faith efforts to find solutions. Those



solutions include testing of new technologies, learning what works, and creating the 
conditions -  with public finance, with assured markets (such as the public 
procurement of green products), and other measures -  to allow still further 
experimentation at scale. All of XG pivots around this stage in development, where 
hypothetical ideas are put to the test.

Fourth is learning and adjustment. Because government and business work 
together in testing, they are also well positioned to learn what works and adjust 
accordingly. And because they operate under the shadow of penalty defaults, the 
adjustment process is guided by the compass of performance -  seeking options 
that will scale and address the conditions that created an incentive for 
transformation in the first place. Working in small niches -  in particular sectors on 
particular problems -  makes it easier to strip away uncertainties and focus on 
problem-solving. Lessons learned in each sector and each problem make it possible 
to adjust original goals -  to accelerate timetables if technologies and new 
businesses prove easier to create than expect, or slow down and readjust if 
problem-solving is trickier.

XG sounds like an alien and fragile species that requires special skills from 
government. What has emerged from the study of regulation, however, is the 
realization that these kinds of systems are commonplace; they just have not been 
comprehensively understood -  which the lens of XG aims to remedy. Within 
Europe, XG-like processes explain how governments have successfully managed 
some of the region's most complex water pollution problems: namely, from highly 
decentralized and complex sources such as fertilizer residues on farms that run off 
into rivers.20 In California, the Air Resources Board engaged in a form of XG when it 

tried, in the 1990s, to transform automobiles into electric vehicles. It set ambitious 
goals (10% of new car sales as electric) that motivated at least a segment of the 
industry to run experiments and learn what was feasible -  which turned out to 
include a large deployment of hybrid electric cars. And then it constantly redirected 
and reframed those goals as government and industry, together, discovered that 
electrification wasn't immediately practical, although there were other technological 
pathways to deep reductions in emissions. (Today's electric vehicle revolution 
seems to have more sticking power -  in large part because battery storage has 
improved so much since the 1990s.21) The Montreal Protocol worked in much the 
same way: breaking down a big problem (ozone-depleting substances) into 
categories where action to find substitutes could be focused, with goals ratcheted 
as lessons were learned and firms were motivated by fear of being unable to keep 
up with change.22

Applying this logic to climate change can inspire and organize an industrial 
decarbonization strategy. Industrial policy has become a bogeyman in some 
countries -  such as the United States, where much of the political elite abhors the 
idea -  because it conjures images of a Leviathan state that dictates change through



faceless bureaucrats who are far removed from reality. The reality is that industrial 
policy, done properly, is highly adaptive to frontier conditions -  about technological 
and market opportunity and industrial organization. This is how the Chinese 
government, among many other examples, learned to spend resources efficiently -  
much more efficiently than in earlier forms of industrial policy -  to advance key 
technologies such as electric buses, advanced nuclear reactors, and wind power.23 

And this phenomenon is hardly unique to state-dominated societies. In the United 
States, when firms want to take big risks on advanced technology -  for example, 
building the next generation of nuclear plants (as Southern Company is struggling 
to do, albeit with no small degree of challenges) or the first offshore wind 
generators on the Atlantic coast -  they turn to a blend of private capital and 
ingenuity alongside state support such as direct grants and loan guarantees. What 
matters is not whether the state is involved; it nearly always is when it comes to 
large, risky changes in technology and market. Instead, the important questions 
revolve around how the state and private industry work together. And the best 
answers lie with XG.

Getting serious about climate change requires applying the XG logic to every major 
emitting sector. In nearly every case, transformation in the sector will require 
radical technological changes that involve big risks for first movers. In the steel 
industry, for example, it requires new methods for producing steel that capture C02 
that is intrinsically released during the process -  which means new configurations 
for furnaces and combining technological insights for which the steel industry is 
expert, along with technologies and infrastructures far beyond traditional expertise, 
such as carbon capture and storage (CCS). It may also require rethinking the role 
of blast furnaces altogether -  and reducing iron ore to steel directly by using 
hydrogen, which can be produced in a variety of methods to reduce climate 
emissions. That requires combining the steel industry with the fledgling hydrogen 
industry, along with methods for investing in hydrogen production and transmission 
industries. There are many routes to green steel -  all expensive and risky from 
today's vantage point -  and at these early stages it is critical to map out the full 
range of options (which has been done) and to run experiments (which are just 
beginning).24

For those who think that industry, on its own, will do this best if it just faces high 
enough carbon prices and is left to its own ingenuity, it is instructive to look at the 
emergence of the example of CCS technologies and efforts to decarbonize clusters 
of industries. Consider the Northern Lights project being crafted by Norway's oil 
and gas company, Equinor, along with Shell and Total. (Equinor is partially 
state-owned but operates like a private company -  one of the world's 
best-performing petroleum firms.) The project will gather C02 from many different 
sources and aggregate it into large volumes, which Equinor will then pump under 
the North Sea -  a technical area in which the company has world-leading



experience. Despite the fact that Norway and surrounding states (which will also 
supply C02) have some of the world's most aggressive carbon reduction policies 
and highest carbon taxes, the firm on its own can't justify the risk of investing in 
the needed infrastructure on the basis of market-based policies. It must rely 
directly on government -  first in Norway, and then in alliance with the EU -  to help 
stabilize the market, co-invest in infrastructure (pipelines and ships for transporting 
C02), and allow a firm that is highly motivated to be a first mover to deploy a 
game-changing suite of technologies. The same story is playing out in nearly every 
industry where first movers are mobilizing: in steel, cement, plastics, long-distance 
shipping, electrification of aircraft, and so on.25

An XG industrial policy must combine sticks and carrots as incentives. Most of the 
theory around XG emphasizes sticks -  big hammers -  that convince incumbent 
firms and governments to work together to solve problems that require joint action. 
Government and many elements of civil society can also offer carrots. These 
include preferential access to markets: for example, by using trade policy (border 
adjustments) to protect low-emission products from more polluting rivals. The exact 
methods for calculating the level and type of border adjustment remain a subject of 
contestation, which is why a variety of methods must be tested and the best, 
through experimentation, refined.26 In some cases, deep-pocketed NGOs and public 

interest organizations can offer rewards -  the series of X-prizes, for example -  to 
encourage risky experimentation by an array of actors that might otherwise not be 
focused on the challenge.27 There is a big role, as well, for direct subsidy of various 
forms, including cost-sharing for novel technologies and loan guarantees that lower 
the financing costs of demonstration projects.

Market-based strategies can play a big role paying for these costs -  a topic we 
explored in chapter 4 (where we showed that well-functioning market-based 
systems allocate large fractions of the funds they raise to green spending) and 
chapter 7 (where we outlined a strategy that would lead to more effective green
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said, the volume of expenditure must be kept in perspective. Globally, all forms of 
carbon market policies -  cap-and-trade and carbon taxes -  raise less than $50 
billion per year and allocate about $25 billion per year in green spending (see 
Figure 4.2). The scale of investment needed in new technologies is hard to pin 
down, but it is likely that right now the global leaders on climate policy could 
effectively scale to spend on the order of $100 billion per year on innovation, 
testing, and early-stage deployment of deep decarbonization technologies -  with 
rapid scaling to higher levels with learning. For comparison, the debate over the 
European Green Deal -  a multi-dimensional effort to transform and decarbonize the 
European economy -  aims to mobilize at least €1 trillion in new investment over the 
coming decade, with the public portion of that expenditure at possibly about half. 
The new seven-year EU budget aims to allocate one-quarter of expenditure to



climate change., which extrapolates to about €500 billion over the decade-long 
European Green Deal (plus maybe €100 billion of additional member state funding, 
although those national numbers may grow as more European countries expand 
their ambitions).28

As these numbers illustrate, there is a huge mismatch between funds that can be 
readily appropriated from market mechanisms and the level of expenditure needed. 
Filling that gap will require richer market mechanisms and also direct government 
spending from the tax base -  alongside leverage that can multiply these resources 
through private capital. This same mismatch is seen everywhere that is 
experiencing a rise in political seriousness about climate change and a struggle to 
turn that political pressure into action. In the RGGI system of the northeastern 
United States -  the cap-and-trade system whose design is most purely oriented 
around generating and spending revenue -  the State of New York (the biggest 
revenue raiser) has mobilized just $100 million per year for green spending.29 By 

contrast, the State of California has been spending several hundred million per year 
through the California Energy Commission -  an organization whose main mission is 
direct support for transformation of the state's energy system aligned with the goal 
of deep decarbonization.30



If all this sits uncomfortably for readers who are skeptical that government has the 
skills to gather the needed information, it is worth noting that a more 
market-oriented approach would be no less demanding. That's because the task at 
hand for decarbonizing most sectors involves creating incentives for learning about 
radical transformation -  big shifts in behavior. Long ago, Nobel-prize-winner Tom 
Schelling looked closely at how to design markets that would require transformative 
reductions in airport noise -  a task similar to decarbonization in that lots of firms 
would need to adjust behavior in complex ways, with local details that were 
enormously variable (depending, in that case, on aircraft routing, pilot behavior, 
and onboard equipment). The information needed by government administrators to 
make a market perform that function was roughly equivalent to more direct 
administrative action.31

Decarbonization as an international strategy3 2

Getting serious about climate change means getting serious about creating and 
then diffusing widely a series of technological revolutions in low-carbon energy 
supply, industry, and agriculture. And this must eventually be done globally 
because the activities that cause warming pollution exist globally and the firms that 
must make potentially costly reductions compete in global markets.

While it is axiomatic that global cooperation will be needed, what is not so clear is 
how the needed forms of cooperation will emerge. Advocates for emissions trading 
and other market-based strategies see cooperation emerging through markets. In 
chapters 5 and 6, we showed that those visions have failed in practice. Offsets 
(chapter 5) have created the illusion of cross-border links, yet they have primarily 
served to undermine the ability of markets to create strong incentives to control 
pollution. Direct links between markets (chapter 6) are rare, thin, and fragile â€' 
and they tend to connect like markets rather than create incentives for expansion 
and deepening of efforts via gains from trade with unlike markets.

Making international cooperation effective requires understanding the nature of the 
problem at hand. It is useful to distinguish problems along two dimensions. One 
dimension is whether the nature of actions needed to address a problem is 
understood â€" are the policies, technologies, and business models needed to 
address the problem known, including their cost? The other dimension is whether 
the key players agree on the level of effort needed and how to allocate the burdens 
and benefits of cooperation.33

This â€œunderstanding vs. consensusâ€ matrix, shown in Figure 8.2, helps to map 
the ways that cooperation can affect technological transitions and, ultimately, solve 
environmental problems.

Cooperation can help solve problems marked by low understanding and limited 
agreement (upper left corner) through experimentation, trial projects, puzzling, and 
learning. In this mode, cooperation does not require widespread agreement or



understanding â€' just a motivation in enough political jurisdictions and firms to 
jump-start the process of experimentation and testing of ideas in niches. The 
watchwords for governance are experimentation and learning.34 In these early 

stages, the raw information needed for learning and wider understanding emerges. 
Learning from these niche experiments is not an automatic process â€' it requires 
institutions that can review the lessons from experiments and figure out whatâ€™s 
working (and what isnâ€™t). Often those institutions are technical bodies â€' such 
as industry associations and regulators and expert bodies set up by treaties â€" 
that help frame the policy options for further effort. Often, experimentation is costly 
and requires direct incentives so that firms and other key actors, such as research 
laboratories, will test new ideas. Firms can be motivated to provide those incentives 
by penalty defaults. And governments can supplement those resources with 
programs designed to spend effectively the revenues that are raised through 
auctioning of emission credits, a topic we explored in chapters 4 and 7.

Figure 8.2: Strategies for international cooperation
Source: Figure reprinted with permission from David G. Victor, Frank W. Geels, and 
Simon Sharpe, â€œAccelerating the Low Carbon Transition: The Case for Stronger, 
More Targeted and Coordinated International Action,â€ BEIS, Energy Transitions 
C o m m i s s i o n ,  and  B r o o k i n g s  I n s t i t u t i o n  (N o v .  2 0 1 9 ) ,  at  131 ,  
http://www.energy-transitions.org/content/accelerating-low-carbon-transition.

With experience and deeper understanding of the nature of the technology and 
policy transitions, a wider array of niches with successful new industries can 
emerge. These applications help build experience with the relevant technologies, 
and allow the creation of infrastructures and rules that facilitate even larger market 
shares. As firms, governments, and their political supporters discover tangible 
information about the costs and benefits, they become more powerful politically 
because they have revenues and other resources that flow from deployment and 
they have concrete information about what works. All else being equal, this 
diffusion process will happen faster and with greater impact if the markets where 
the technology takes off are larger and more numerous. The watchwords for 
international cooperation, here, are coordinated creation of markets for low-carbon 
products, joint procurement, and coordination of deployment.

Finally, as diffusion proceeds and the industrial base anchored in the transition 
economy grows, the underlying interests shift. Interests reconfigure to support



further action, and detailed knowledge about the industries and policies needed 
grows quickly. Here, the watchword for governance is contracting: that is, detailed 
agreements around known solutions that address known barriers to further 
application. (Much of the formal literature on international cooperation has 
emphasized, in various ways, contracting approaches. Thatâ€™s because many 
scholars start with the assumption that collective action is hard to achieve because 
even when there are potential joint gains from cooperation, the self-interest of 
countries leads them to focus more narrowly on protecting just their individual 
interests.) Joint action does not happen unless there is confidence that collective 
solutions will be followed.35 Our approach here emphasizes the roles of uncertainty 

and learning in the early stages and then discovery of places where, indeed, 
contracting will be needed.
This framework offers two related insights into how cooperation can usefully 
contribute to deep decarbonization.

First, cooperation leads to successful problem-solving by performing different 
functions that lead clockwise around Figure 8.2: from the upper left to the lower 
right. Cooperation is not magic, and it does not always work. Badly designed, early 
efforts can lead to gridlock, if parties, as they learn, donâ€™t also create a 
transition in political consensus on the need for action (lower left corner). This 
danger of gridlock is why it is so important that efforts at cooperation be informed 
closely by insights into how pervasive transitions in technologies, infrastructures 
and industries actually happen.36



Second, understanding the best modes for cooperation requires looking at the 
underlying nature of the problem at hand. Most sectors in the world today are in 
their early stages of decarbonization â€" where experimentalism is the most 
important mode of action. This helps to explain why market-based strategies have 
not been that relevant â€' because they donâ€™t, by themselves, create sufficient 
incentive for experimentation. Moreover, the geometry of cooperation in these early 
stages is different from in later phases. In early phases, the role of cooperation is 
to create a critical mass of first-mover nations and firms, so that reliable incentives 
for experimentation exist and so that road-mapped technology pathways can be 
tested. By contrast, today, much of the policy focus on cooperation is on the Paris 
Agreement, which is an intergovernmental agreement that involves all nations. 
Paris has the wrong geometry for experimentation and also does not centrally 
involve industry. Success requires looking far beyond (and within) Paris to much 
smaller and more focused agreements between key first-mover countries and 
industry groups. Market policies â€' if designed to create effective incentives â€' 
can be more useful in the later stages of diffusion and reconfiguration. In those 
stages, uncertainty is lower (thanks to experimentation) and the suites of 
technologies and business practices are better known, as are the costs. Market 
incentives within countries can be designed to encourage more widespread 
adoption of these new technologies. But the suite of incentives will need to include 
many others â€" including, most likely, border measures that help ensure that 
countries and firms that adopt low-emission technologies do not suffer in global 
competition.37

Rethinking leadership
The logic outlined above is particularly well suited for the early stages of 
transforming the industrial and agricultural activities that cause emissions. Although 
scholars often call this a "transition," the needed changes are actually much more 
transformative and radical -  they are, in many sectors, complete revolutions in 
production methods, investment patterns, and probably aiso the identities of 
dominant firms. The risks are massive, which is why success requires highly 
targeted policy strategies in which government and business work together and 
policy is geared to promote experimentation and to protect markets where new 
products and services are emerging. Simple price signals -  especially from 
Potemkin markets that have limited coverage -  won't achieve that outcome. But 
strategic industrial policy can yield the needed changes in technology along with 
demonstrations that help improve performance and create new interest groups that 
are keen to push the process of decarbonization further.
Realistically, this is a process that will be driven by leaders -  by jurisdictions that 
are willing to regulate and tax themselves to address a global problem. Indeed, 
there are the green shoots of leadership evident everywhere: in cities, states, and 
many countries, notably in the EU. The challenge is that leaders, by themselves,



can't solve the climate problem. By our estimate., shown in chapter 1, at best about 
one-fifth of global emissions today come from these leader jurisdictions: in the EU, 
the United Kingdom, Norway, a swath of the United States located mainly on the 
coastlines, New South Wales, New Zealand, and perhaps a few others. 
Understanding how leadership can be effective will be the central strategic 
challenge in climate policy for the coming decades. At best, the number of 
jurisdictions willing to be reliable leaders will increase modestly as experience with 
decarbonization progresses and concern about climate dangers grows. Yet the 
more that these leaders do to control their emissions, the less relevant they will 
become to the underlying problem of climate change. Ironically, the more 
conspicuous the leadership, the smaller the emissions from these jurisdictions -  and 
the tinier the direct leverage on global emissions. Over time, climate leadership will 
matter less in terms of reductions at home and more in terms of governments' 
ability to influence outcomes abroad.
Thus every leadership effort must be designed with an eye to followership: to how 
success in creating and testing new technologies and market designs makes these 
building blocks for deep decarbonization more likely to be adopted elsewhere. 
Followership might happen automatically, as is occurring now in many parts of the 
renewable energy industry.38 New technologies pioneered with investments 

originally in Japan, the United States, Germany, China, and some other countries 
are spreading rapidly and globally because, often, they are cheaper than more 
polluting rivals. (The diffusion is not just technological: lessons about policy design 
and evolution, such as from feed-in-tariffs to auctions, are also diffusing alongside 
the technology.) In most cases, followership won't be automatic. Testing and 
deployment of new technologies and policies by leaders will help demonstrate 
performance and attributes and thus lower risk, but new low-emission technologies 
won't be automatically cheaper: green steel as a commodity, for example, might be 
double the cost of higher-emission alternatives. In these cases, followership will 
require incentives, such as a push from border carbon adjustments and 
requirements that all countries adopt more active emission control policies.
Through the lens of followership, it is possible to identify some attributes that 
leaders must keep in mind as they pursue policies with an eye to eventual global 
transformation of agriculture and industry. These include the following:

• Deprioritize actions that don't scale. For example, many leadership 
jurisdictions are exploring how to cut emissions from natural gas -  a fossil 
fuel that is a lot cleaner than coal, but which still has significant emissions of 
C02. (Natural gas systems that are not well managed also leak emissions of 
methane into the atmosphere, a potent greenhouse gas.) One option is to 
require switching of conventional natural gas to biomethane -  an option 
attractive to natural gas companies because it allows lower emissions without 
any material changes in the gas pipeline and delivery infrastructure.



However, if sustainable biomethane supplies are quickly exhausted by 
leaders, then this option can't yield much followership. Similar concerns arise 
for many other kinds of bioenergy resources, which tend to compete with 
food production and wild lands in addition to their lack of truly global scaling 
potential.

• Seek actions that are likely to align with interests and capabilities 
of followers. All else being equal, followers will be highly sensitive to costs 
and risk. They will also favor technologies and policies that align with local 
interests. Options that explore how to integrate massive quantities of 
renewables on a grid or utilize fossil fuel and geologic pore space resources 
through CCS are likely to engender followership because they allow 
expansion of existing industries in greener ways. For example, Denmark has 
spent handsomely to cut emissions at home, notably through expansion of 
wind power. Because Denmark is small and already quite clean, the efforts 
had modest leverage at home. But when Danish grid operators shared what 
they learned about wind integration on the grid with Chinese grid operators, 
they multiplied massively the global impact of their leadership. While China 
isn't much focused on the problem of global warming, its wind expansion 
program had created challenges similar to the ones that the Danish grid had 
solved.39

• Focus not just on technologies but also on demonstrating  
regulatory systems and other policy incentives needed to make 
those technologies scale. For example, there have been decades of 
efforts to test and promote CCS technologies -  most of which have failed to 
scale in part because there haven't been reliable incentives needed for 
long-term investment, including investment in the infrastructure of C02 
pipelines and disposal systems needed for cost-effective CCS. Several new 
examples are emerging that could fix that: for example, the Teesside 
Collective40 in the United Kingdom and the above-mentioned Northern Lights 

project in the North Sea.41 These examples combine initiatives led by 
industry alongside interventions by government -  with funding, regulatory 
policy, and actions to improve the credibility of the policy and investment 
environment.

• Create incentives to encourage followership. Those incentives 
probably take at least two forms. One form is institutional: to help follower 
jurisdictions gather information, adjust to local circumstances, and learn the 
state of the art. Those kinds of programs, often called "capacity-building," 
are essential to building a broader constituency of informed followers. The 
other form is financial: for example, direct subsidy or investment programs 
needed to deploy new technologies. Nearly all multilateral development 
banks and many bilateral development assistance programs, including those



sponsored by Norway, Germany, and the United Kingdom., already offer 
these kinds of programs. In time, it will be important also to adopt trade 
measures so that all countries see a credible signal that high-emission 
practices will need to be curtailed.
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If it were feasible to create a credible, high, and reliably rising price on carbon that 
applied to all economies, then the problem of tackling climate change would be a 
lot easier. Incentives would be aligned in all countries, at least to deploy mature 
technologies with known performance. The problem of leakage would be 
diminished, and resources from auctions used to sell emission credits (or taxes 
paid) would be massive, and firms -  incumbents and new entrants alike -  would be 
more focused on innovation and transformation. Big new resources could fund a 
variety of worthy governmental purposes, including iarge research, development, 
and demonstration schemes that could address the fact that innovation and testing 
of new technologies is a public good -  a benefit to all yet hard for any individual 
firm or society to appropriate sufficiently to make the needed investment. That 
would be an interesting, ideal world for solving the climate problem. But that 
magical world does not exist.

In the real world, the role for market-based polices is much smaller. Other 
approaches -  notably, regulation and other elements of industrial policy -  will do 
more of the work of cutting emissions. Those interventions must be adaptive to 
new information. And they must be embedded within an international cooperation 
strategy that links government and business and looks far beyond the UN Paris 
Agreement -  beyond what is agreeable by consensus to a large number of 
countries operating under consensus decision-making ruies.



As the world begins to look not iust to superficial efforts to reduce emissions, but 
eventually to paths to deep decarbonization, there is an opportunity to adjust. At 
this early stage, the policy instruments available to the pioneer governments and 
firms -  those that are willing to spend substantial resources to address the need for 
deep decarbonization -  are well aligned with the need to test technologies and 
policies. An industrial policy strategy rooted in adaptive regulation and investment 
stands to benefit from carbon pricing that sends a clear signal to the marketplace, 
but the nature of the risks involved for firms and the level of carbon pricing 
available are mis-aligned. Direct intervention into the market is also needed -  
including subsidies financed, in part, by revenues raised from low-price markets -  
and cooperation across borders can help by creating larger and more stable buyers 
for new low-emission products and services. As this early, experimentalist approach 
to industrial and agricultural transformation gains success, then broader diffusion 
and reconfiguration of whole markets can spread the deep decarbonization more 
widely. And if successful, it is possible that transformative technological change will 
bring with it a fundamental reorganization of the political forces constraining the 
use of market-based policies today.
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Conclusion
The debate over climate policy strategy has been off course for decades. 
Well-intentioned policy advocacy has focused on market-based policies -  
cap-and-trade, especially -  as a mechanism that could generate greater support for 
controlling climate pollution, greater flexibility to lower costs, and greater incentives 
for effective policy to expand and deepen around the world. But market 
instruments have failed to deliver on each of these fronts. That failure, we argue, is 
rooted in a simple but powerful theory about how political pressures are organized 
and shape the real-world implementation of carbon markets.

The central problem is not that policymakers are uninformed about the potential 
gains of economically efficient policy instruments. Rather, the core challenge is that 
the very features of these programs that promise economic gains -  transparency 
and fungibility of effort across sectors -  invariably lead to enormous political 
liabilities. These structural problems will remain even with mounting political 
pressure to act on the climate problem. Despite proponents' well-meaning hopes, 
market-based strategies are not sitting ready on the shelf ready to be used much 
more effectively once governments finally get serious about the climate crisis. 
Rather, at best, they will modestly complement other policy instruments -  chiefly, 
industrial policy -  which must do most of the work to create deep decarbonization. 
The primary problem with market-based strategies, nearly everywhere that they 
have been used, is ambition. Policymakers and the public have revealed that they 
are willing to do much more than the prices in carbon markets suggest -  as 
evidenced by the fact that markets are always deployed alongside other regulatory 
policies that are better designed to navigate around political opposition and deliver 
greater environmental benefits. When the effort under these parallel efforts can be 
observed closely and quantified, market-based approaches do a lot less of the real 
work to cut emissions. In California, for example, the state's multi-sector emissions 
trading system runs alongside other, more specialized programs to cut emissions 
from transportation fuels -  with the latter yielding ten times the effort (measured 
as marginal cost) of the former.
Policymakers rely on regulation and other forms of industrial policy because they 
know that the costs of regulation are less visible to voters and that extensive 
regulation makes it easier to shift costs and benefits as needed to address political 
opposition. As a result of these forces, cap-and-trade systems end up trading only 
the residual reductions that are needed after regulations do the bulk of the work of 
controlling climate pollution. Prices are low by design because the residual exists 
after other, more consequential policies do most of the work.



We call these outcomes Potemkin markets because they create the impression that 
a government is pursuing low-cost, market-based climate policies when in fact 
these programs serve as window dressing that bears little relationship to the 
strategies creating emission reductions.

Throughout this book, we have contrasted the idealized theory of market-based 
policies with the systematic political forces that explain the outcomes we observe in 
the real world. In addition to ambition -  where textbook theory suggests market 
systems can be designed to reflect the real willingness of societies to decarbonize, 
but political forces create Potemkin outcomes -  there is a big mismatch with regard 
to the sectoral scope of markets. The scope of most real-world markets has been 
narrow because there are only a few sectors in the economy where governments 
can reliably manage the political requests from vocal stakeholders that are harmed 
by carbon pricing. In transportation, the cost of carbon pricing is highly visible to 
the broad voting public; in industry, the same cost is highly visible to organized 
industries competing in international markets. Only in electricity is the task 
relatively straightforward -  often because many of the firms that are affected are in 
highly regulated industries where regulatory action can help manage risk and 
allocate costs in politically sustainable ways. Fortuitously, the technologies for 
decarbonization are also most mature in that sector. (For the same reasons, 
aggressive carbon taxes are usually found only in the electricity sector.) 
Unfortunately, most of the technologies needed for deep decarbonization are in 
their infancy nearly everywhere else. Pushing early-stage technologies requires 
efforts tailored to each sector -  something that is hard to do with market-based 
instruments that cover all sectors with a single carbon price determined by the 
opposition of the most entrenched sector.
One of the chief virtues of market-based approaches to pollution control is that 
they can raise revenues -  and possibly even massive amounts. We have shown 
that, in the real world, the fact that most programs are Potemkin markets with 
narrow sectoral coverage and generous free allocation of pollution rights means 
that public revenues have been much more modest. Every carbon market and 
many carbon taxes create special funds aimed at promoting worthy environmental 
and political goals -  what we call green spending. But with little oversight, these 
resources get channeled in ways that often fall far short of worthy greenery -  
becoming pork of many colors instead. Precious funds get squandered on projects 
that deliver relatively cost-inefficient benefits to public goods or improved political 
support for the market as a whole. Spending programs do not make up for lost 
ambition in carbon pricing and have not yet delivered major investments in 
potentially transformative technological change because the interest groups lining 
up at the trough have other, typically more short-term goals in mind.

Political forces also help explain why it has proven difficult to use market 
instruments to entice expanded geographical coverage. One mechanism that, in



theory., could have allowed international expansion of market forces is offsets. We 
have shown, however, that offsets have instead been a major source of 
degradation in the quality of market-based approaches to controlling carbon 
pollution. The experience with carbon offsets has been universally abysmal because 
the proper calculation of credited reductions turns on highly technical concepts that 
can only be estimated, never observed. Projects have to establish that they are 
additional (meaning that but for the carbon credit investment they would not occur) 
and that they fully account for emissions leakage (meaning the displacement of 
emissions caused by the project). In theory, an army of government staff, expert 
scientists, independent watchdogs, and public-minded entrepreneurs could take on 
this head-spinning challenge. In practice, polluting industries demand high volumes 
of offsets to keep costs low, and few groups, including program administrators, 
invest in the meaningful oversight of offset quality. Rather than provide a stepping 
stone to the geographical expansion of market-based programs, offsets provide 
polluting industries with a stealthy means of watering down policy ambitions. 
Worse, offset credits create a perverse incentive for governments to avoid 
mandatory emission cuts.



Another attractive idea for expanding geographical coverage is to directly link 
pollution markets together. In theory, direct linkage could encourage international 
expansion and deepening of efforts to cut pollution. Theory predicts that linked 
markets will create gains from trade as opportunities are revealed in relatively 
low-priced markets that allow investment from high-priced markets. Thus, the most 
important linkages should be forged between markets that are least like each 
other: that is, where the gains from trade are greatest. Where market links exist, 
however, they link markets that are most alike -  and thus the gains from trade are 
smallest. The reasons follow from the politics. The process of assembling and 
retaining the political support needed for a market-based approach to pollution is 
complex, with different choices in different jurisdictions; allowing markets to trade 
across borders can readily undo all those local deals. Despite all the talk about the 
benefits of linking markets, in reality, market links are rare and thin.

Doing better
Our diagnosis is severe and may come as a shock to those who have embraced the 
orthodoxy on markets. To some, it may be depressing. Still others will see this as 
vindication: proof that markets were always the wrong way to pursue climate policy 
and that the efforts to promote markets were a costly diversion. Whatever your 
brand of catharsis, looking to the future requires grappling with two practical 
implications of this book.
First, the giobai conversation on ciimate policy strategy needs a reset. For decades, 
markets have been promoted as the solution to climate pollution, both as a means 
of cost-effectively reducing emissions and as a mechanism to accelerate 
cooperation on ambitious climate goals. This argument makes sense in theory -  at 
least to many -  but falls short in practice. The political economy barriers to 
effective carbon markets are structural, not ephemeral. They won't go away even if 
there is more "political will" to tackle climate change: for example, through more 
public mobilization demanding action and efforts at deeper international 
cooperation to tackle this giobai problem.
To be clear, our argument is not that markets are completely irrelevant. Market 
forces can help to accelerate diffusion of known technologies; they can generate 
revenues that, if spent well, have constructive roles to play. But those roles will be 
modest and make sense only as a complement to policies that will do the hard work 
of deep decarbonization. Chasing markets' promise without the right political and 
institutional conditions in place only makes it more likely that they will become 
fragile and fail.

Nor is our view that climate policy should be conducted through opaque efforts that 
hide costs from the mechanisms of democratic accountability. Our point is that 
serious climate policy must deal with the world as it is, not as imagined. In that 
world, there are some sectors where the public is inordinately sensitive to sticker 
prices (yet demonstrably willing to support other policies), and in every sector



political and technological factors vary. Lumping them all together and pretending 
the market will sort out best marginal efforts is a recipe for inaction overall. 
Alternative strategies can be transparent in cost, politically responsive, and highly 
effective -  and thus superior strategies for real-world climate policy.



Second, if markets are likely to play only a modest role in the global climate policy 
response, new strategies will be needed in their place. We have outlined a reform 
strategy that will rightsize the role of reformed markets and shift policy emphasis to 
other strategies -  industrial policy, writ large -  that will have a bigger impact. 
Ambition and willingness to invest remain huge challenges. The world is not doing 
enough to combat climate change today, but with sound policy strategies, it will be 
easier to channel growing public concern and pressure around climate change into 
effective action.
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In chapters 7 and 8, we have offered a vision for market reforms as well as for the 
greater use of industrial and foreign policy. This suite of reforms will, we argue, 
lead to much more effective policy strategies that can, with effort, put the planet 
on a path to deep decarbonization. To close our story, we explore some of the 
implications of our arguments for key players in the climate policy process: from 
governments to environmental advocates, funders of policy analysis and advocacy, 
scholars, and firms that are on the front lines.

For governments, the core implication of our arguments is that policymakers should 
not assume that carbon pricing -  whether via carbon markets or carbon taxes -  can 
do most of the work in cutting emissions. It has been too easy for leaders in the 
private and public sectors to say "markets" when pushed for their vision of how the 
economy should make these cuts. The jurisdictions that are now doing the most to 
put their economies on the path to deep decarbonization are, for the most part, 
using other policy instruments. Some, such as the United Kingdom, are cementing 
those gains by using market incentives to encourage the adoption of known 
technologies. But the difference between cutting marginal emissions in sectors with 
commercial technologies and deep decarbonization is smart industrial policy.
An industrial policy perspective on the carbon problem immediately raises the 
challenge that governments vary enormously in their capacity to design and 
implement effective industrial policies. The factors that determine those skiiis -  in 
effect, the skill of state intervention in the economy -  are an age-old topic in the 
study of comparative politics and public administration. One implication of our 
argument is that the jurisdictions that will play the most central roles in creating 
conditions for deep decarbonization will be those that marry political willingness to 
invest in that mission with the skill to utilize those resources effectively. By 
extension, governments under pressure to act effectively must focus much of their 
investment on building the skills to prosecute effective industrial policy.
Quality public administration is essential to effective climate policy, but we fear this 
point has become a blind spot for advocates who have rightly been skeptical of 
markets for a long time. It's not that market critics are opposed to government 
capacity-building, but rather that those promoting direct government action haven't 
sufficiently recognized public-sector competence as a precondition for their



preferred theory of change. Consider a core policy element of the United States' 
Green New Deal and European Green Deal conversations: the emphasis on massive 
public investment in infrastructure. How should that money be spent wisely and 
effectively? How will large spending programs avoid the problems of green pork we 
observe when funds raised from carbon pricing get spent? There has been a lot less 
effort to answer those questions than to clamor for big government programs. And 
where the answers have been offered, they have tended to focus on oversight 
rather than the rest of what matters: effective public administration of massive 
state intervention in the economy. Government action at the scale the climate 
problem demands will work if and only if governments themselves work.

For policy advocates, our book offers several suggestions. One is that they must 
continue to grapple with one of the most important political challenges in deep 
decarbonization: will incumbent firms and industry associations be part of the 
political problem, or part of the solution? Many advocacy groups and pundits have 
offered extreme positions on both sides of this question, but we suggest the 
community must grapple more centrally with the fact that the answer, often, is 
unknown. Incumbents will favor incumbent technologies and industrial processes 
unless they face a strong incentive to change. When forced to change -  for 
example, as many utilities were forced to do in pursuit of early renewable energy 
policies -  many are capable of rapidly deploying solutions at a large scale. One of 
the most important roles that the environmental advocacy community has played 
historically is creating the incentives -  often, big hammers -  that move recalcitrant 
firms. Ironically, the path to greater cooperation from incumbents may well be 
paved with the credible threats of advocates who would seek their dissolution.
In writing this book, we were surprised that we did not see a much larger role for 
environmental policy advocates in the histories of these market mechanisms. A few 
groups are involved -  often on specialized topics, or in broad evangelism -  but 
advocates for the most part have not invested heavily in understanding how these 
mechanisms work, let alone mobilizing pressure for reform. In some cases, that is 
because these groups are insiders: they were present at the creation of markets 
and favor their continued use. For outsiders, these mechanisms are complex and 
hard to scrutinize without deep expertise. We urge more groups to develop that 
expertise and to focus on the elements of market systems that are most urgently in 
need of reform: for example, offsets (which we argue should be eliminated) and 
green spending regimes (which feature a persistent tendency toward pork that 
could threaten the success of any public climate investment strategy). 
Environmental advocates should do what they do best -  build coalitions and 
constituencies that have a strong stake in more effective systems -  but arm 
themselves with a robust theory of how politics affects market operations and deep 
decarbonization.



On industrial policy, we suggest that there is a new challenge on the horizon. 
Enormous efforts have gone into building popular support for renewable energy 
technologies like solar and wind. Environmental groups have been broadly 
successful in mobilizing popular support around these technologies in the electricity 
sector, but many lack an agenda for how to replicate their efforts in support of new 
technologies needed in other industries. Nor is there much of an agenda within the 
advocacy community for how to design and prosecute effective far-reaching 
industrial policy.
Our work also suggests a need for rethinking in the philanthropic community. Huge 
and growing institutional resources are being put into the climate crisis on the 
sound logic that this is one of the most pressing problems of modern humanity; 
some newer entrants in the world of climate philanthropy approach their goals like 
a venture capital investor scouting promising new ideas. Yet much too little of that 
investment is devoted to figuring out what really works. There needs to be at least 
modest evaluation of the efficacy of current policy strategies that incorporates a 
range of strategic perspectives and is conducted by subject matter experts, not 
only by general-interest philanthropic program evaluators. Overall, today's funding 
portfolios seem overly tilted toward advocacy without a close enough look at the 
key question: advocacy of what?
For researchers, we have, throughout this book, identified a large number of 
questions around policy analysis that need attention: for example, questions around 
how variation in institutional designs might explain variations in the level of 
revenues raised by market systems and how those revenues are spent. But here we 
highlight what is probably the most important topic for the scholarly community to 
debate: what is the right political theory of change?

We have outlined a simple model of politics that we have argued is useful for 
explaining the political evolution of market-based climate policies. We have 
suggested in chapter 7 that the same theory is a useful guide for prioritizing market 
reforms, and in chapter 8 we have looked to the same political groups and 
institutions to explain how an industrial policy could provide the backbone of a 
more effective sector-by-sector industrial strategy for deep decarbonization. We 
welcome vigorous debate around what our theory leaves out, along with alternative 
theoretical articulations. Academic research should test these political economy 
approaches to understanding climate policy more vigorously with evidence, which is 
mounting but remains largely unorganized and in need of comprehensive 
explanations. Researchers should apply the full arsenal of tools in their toolkit, 
including formal models, simulations, comparative political assessments, and many 
others. Interdisciplinary dialog will be especially important to connect technically 
complex areas of business and policy with theories and methods rooted in the 
social sciences.



Finally, we close by exploring the implications of our thinking for the actors whose 
behavior ultimately matters most: big emitters. Our book underscores what many 
of these firms already know. Deep decarbonization in most sectors will be difficult, 
expensive, but -  we believe -  ultimately essential for the planet as a whole. Some 
of the easy solutions now surging in popularity -  such as offsets, especially 
low-cost efforts targeting forests and soils under the umbrella of "natural climate 
solutions" -  probably won't work in isolation and likely don't work at the global 
scale that deep decarbonization demands. Big emitters should not count on finding 
a silver bullet to offset their own emissions. Instead, using approaches such as red 
team exercises, where analysts are charged with finding flaws in competing 
strategies, they must look closely at whether the offsets markets now emerging 
reflect genuine emission reductions.
Ironically, the renewed enthusiasm for offsets has emerged from what is widely 
seen as one of the most important and aggressive corporate planning tools: 
company-wide emission reduction targets, with leading firms pledging "carbon 
neutrality" or "net-zero emissions" in the near future. We applaud the ambition 
behind those goals -  where that ambition is genuine, as it sometimes is -  but we 
are concerned that the net-zero mindset has amplified interest in offsets and may 
diffuse attention from what really matters, which is directly reducing emissions 
through industrial planning and reimagining of corporate strategies. This is most 
evident today in the aviation sector, where an ambitious sector-wide net-zero goal 
has, in the hands of the main industry association -  the International Civil Aviation 
Organization -  been translated into a giant offsets scheme.



Deep decarbonization in industry won't happen through magical thinking about 

offsets. Nor will it happen through the creation of grand bargains that see the 

creation of textbook market-based systems alongside rollbacks of other regulations 

- because the former doesn't work and the latter is politically impractical. Instead, 

deep decarbonization will follow an old-fashioned model: it must be earned through 

industrial policy, investment, experimentation, learning, and scaling. Along the way, 

many firms and some industries will be lost. Many more will be created. And 

through all that the planet, in time, will heal.
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